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Abstract 

Water resources management in the Sahel region, West Africa, is extremely difficult 

because of high inter-annual rainfall variability as well as a general degradation of water 

availability in the region. Observed changes in streamflow directly disturb key 

socioeconomic activities such as agriculture sector which constitutes one of the main 

survival pillars of West African population. Seasonal rainfall forecasting is considered as 

one possible way to increase resilience to climate variability by providing information in 

advance about the amount of rainfall expected in each upcoming rainy season. Moreover, 

availability of reliable information about streamflow magnitude a few months before a 

rainy season will immensely benefit water users who want to plan their activities. 

However, since the 90s, several studies attempted to evaluate the predictability of 

Sahelian characteristics and develop seasonal rainfall and streamflow forecasts models to 

help stakeholders take better decisions. Unfortunately, two decades later, forecasting 

skills are still low and forecasts have a limited value for decision making. It is believed 

that the low performance in seasonal forecasting is due to the limit of commonly used 

predictors and forecast approaches for this region. In this study, new seasonal forecasting 

approaches were developed and new predictors tested in an attempt to predict the 

upcoming seasonal rainfall amount over the Sirba watershed located in between Niger 

and Burkina Faso, West Africa. A pool of 84 predictors having physical link with the 

West African monsoon and its dynamics were selected with their optimal lag time using 

combined statistical methods. They were first reduced through a screening using linear 

correlation with satellite rainfall over the West African region. Correlation analysis, 

principal component analysis were used to keep the high predictive principal 

components. A linear regression was used to get synthetic forecasts and the model was 

assessed to rank the tested predictors. The three best predictors, air temperature (from 

Pacific Tropical North), sea level pressure (from Atlantic Tropical South) and relative 

humidity (from Mediterranean East) were retained and tested as inputs for seasonal 
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rainfall forecasting models. In this thesis it is chosen to depart from the stationarity and 

linearity assumptions used in most seasonal forecasting methods: 

1. Two probabilistic non stationary methods based on change point detection were 

then developed and tested. Each method uses one of the three best predictors. 

Model M1 allows for change in model parameters according to annual rainfall 

magnitude, while M2 allows for changes in model parameters with time. M1 and 

M2 were compared to the classical linear model with constant parameters (M3) 

and to the climatology (M4). The model that allows a change in the predictand-

predictor relationship according to rainfall amplitude (M1) and using AirTemp as 

predictor was the best model for seasonal rainfall forecasting in the study area.  

2. Non-linear models including regression trees, feedforward neural network and 

non-linear principal component analysis were implemented and tested to forecast 

seasonal rainfall using the same predictors. Forecast performances were compared 

using coefficient of determination, Nash-Sutcliffe coefficient and hit rate score. 

The non-linear principal component analysis was the best non-linear model (R
2
: 

0.46; Nash: 0.45; HIT: 60.7) while feedforward neural network and the regression 

tree models performed poorly. 

All the developed rainfall forecasting methods were subsequently used to forecast 

seasonal annual mean streamflow and maximum monthly streamflow by feeding the 

rainfall forecasted in a SWAT model of the Sirba watershed. The results are summarized 

as follow: 

1. Non-stationary models: Models M1 and M2 were compared to models M3 and 

M4. The obtained results revealed that model M3 using RHUM as predictor at a 

lag time of 8 months was the best method for seasonal annual mean streamflow 

forecast. Whereas, model M1 using air temperature as predictor at a lag time of 4 

months is the best model to predict maximum monthly streamflow in the Sirba 

watershed. Moreover, the calibrated SWAT model achieved a NASH value of 

0.83. 

2. Non-linear models: The seasonal rainfall obtained from the non-linear principal 

component analysis model was disaggregated into daily rainfall using the method 
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of fragment, and then fed into the SWAT hydrological model to produce 

streamflow. This forecast was fairly acceptable with a Nash value of 0.58. 

The evaluation of the level of risk associated with each seasonal forecast was carried out 

using a simple risk measure: the probability of overtopping of the flood protection dykes 

in Niamey, Niger. A HEC-RAS hydro-dynamical model of the Niger River around 

Niamey was developed for the 1980-2014 period; a copula analysis was used to model 

the dependence structure of streamflows and predict the distribution of streamflow in 

Niamey given the predicted streamflow on the Sirba watershed. Finally, the probabilities 

of overtopping of the flood protection dykes were estimated for each year in the 1980-

2014 period. The finding of this study can be used as a guideline to improve the 

performance of seasonal forecasting in the Sahel. This research clearly confirmed the 

possibility of rainfall and streamflows forecasting in the Sirba watershed at seasonal time 

scale using other potential predictors rather than sea surface temperature. 

 

Keywords: West African monsoon, seasonal rainfall-Streamflow forecasting, change 

point detection, seasonal flood forecast, probability risk assessment, Sahel, Sirba 

watershed 
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Résumé 

La gestion des ressources en eau dans la région du Sahel, en Afrique de l'Ouest, est 

extrêmement difficile en raison de la forte variabilité interannuelle des précipitations 

ainsi que de la dégradation générale de la disponibilité de l'eau dans la région. Les 

changements observés dans les débits perturbent directement les activités socio-

économiques clés telles que l'agriculture, une des principales sources de subsistance pour 

la population ouest-africaine. La prévision saisonnière des précipitations offre la 

possibilité d'accroître la résilience à la variabilité climatique en fournissant des 

informations à l'avance sur la quantité de pluie qu'on peut espérer pour la saison des 

pluies à venir. De plus, la disponibilité d'informations fiables sur la quantité des 

écoulements quelques mois avant la saison des pluies serait immensément bénéfiques 

pour les utilisateurs de l'eau qui pourront ainsi planifier leurs activités. Depuis les années 

90, plusieurs études ont tenté d'évaluer la prévisibilité des caractéristiques de la 

pluviométrie sahélienne, et de développer des modèles de prévision saisonnière de 

précipitations et de débits pour aider les parties prenantes à prendre de meilleures 

décisions. Malheureusement, deux décennies plus tard, les méthodes de prévision 

saisonnière sont encore peu fiables et les prévisions ont une valeur pratique limitée pour 

la prise de décision. La faible performance dans la prévision saisonnière serait 

partiellement due aux limitations des prédicteurs et des approches de prévisions 

couramment utilisées pour cette région. Dans cette thèse, des nouvelles approches de 

prévision saisonnière ont été développées et des nouveaux prédicteurs sont testés avec 

pour objectif de prédire la quantité de précipitations saisonnières sur le bassin versant de 

la Sirba, un cours d'eau situé à cheval entre le Niger et le Burkina Faso, en Afrique 

occidentale. Un groupe de 84 prédicteurs ayant des liens physiques avec la mousson 

ouest-africaine et avec sa dynamique ont été sélectionnés. Le chopix de ces prédicteurs 

est aussi basé sur le temps de latence optimal entre leur observation et la saison des pluies 

estimé en utilisant une combinaison de méthodes statistiques. La dimension des vecteurs 
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de prédicteurs a d'abord été réduite grâce à une analyse de corrélation linéaire avec des 

précipitations estimées par satellite sur la région ouest-africaine. L'analyse de corrélation 

et l‘analyse en composantes principales ont été utilisées pour ne retenir que les 

composantes principales prédictives élevées. Un modèle de régression linéaire a été 

utilisé pour obtenir des prévisions saisonnières et le modèle a été évalué afin de classer 

les prédicteurs par ordre de performance. Les trois meilleurs prédicteurs, soient la 

température de l'air (du Pacifique tropical Nord), la pression du niveau de la mer (de 

l'Atlantique tropical sud) et l'humidité relative (à partir de la Méditerranée orientale) ont 

été retenus et utilisés ensemble comme entrées pour les modèles de prévision des 

précipitations saisonnières.  

Dans cette thèse, des hypothèses de stationnarité et de linéarité ne sont pas émises comme 

c'est le cas dans la plupart des méthodes de prévision saisonnière: 

1. Deux méthodes probabilistes non stationnaires basées sur la détection de ruptures ont été 

développées et ensuite testées. Chaque méthode utilise un des trois prédicteurs 

sélectionnés. Le modèle M1 permet un changement de valeur des paramètres du modèle 

linéaire en fonction de l'amplitude des précipitations annuelles, tandis que M2 permet des 

changements de valeurs des paramètres du modèle linéaire avec le temps. M1 et M2 ont 

été comparés au modèle linéaire classique avec paramètres constants (M3) et à la 

climatologie (M4). Le modèle qui permet un changement dans la relation pluie-prédicteur 

selon l‘amplitude des précipitations (M1), et utilisant AirTemp comme prédicteur a 

obtenu le meilleur score pour la prévision saisonnière des précipitations dans la zone 

d'étude. 

2. Des modèles non-linéaires, y compris les arbres de régression, le réseau de neurones, et 

l‘analyse en composantes principales non-linéaire ont été mises en œuvre et testées pour 

prévoir les précipitations saisonnières en utilisant les mêmes prédicteurs. Les 

performances en prévision ont été comparées en utilisant le coefficient de détermination, 

le coefficient de Nash-Sutcliffe et le score de taux de succès. L'analyse en composantes 

principales non-linéaire était le meilleur modèle non-linéaire (R
2
: 0,46; Nash: 0,45; HIT: 

60,7), tandis que le réseau de neurones et les modèles d'arbres de régression ont de 

résultats médiocres. 

Toutes les méthodes de prévision des précipitations développées ont ensuite été utilisées 

pour la prévision des débits annuels moyens saisonniers et des débits maximum mensuels 
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en introduisant les précipitations prédites dans un modèle SWAT du bassin versant de la 

Sirba. Les résultats sont résumés comme suit: 

1. Modèles non stationnaires: Les modèles M1 et M2 ont été comparés aux modèles M3 et 

M4. Les résultats obtenus ont révélé que le modèle M3 en utilisant RHUM comme 

prédicteur avec un temps de latence de 8 mois a obtenu le meilleur score pour les 

prévisions des débits annuels moyens saisonniers. Le modèle M1 en utilisant AirTemp 

comme prédicteur à un temps de latence de 4 mois est le meilleur modèle pour prédire les 

débits mensuels maximaux dans le bassin versant de la Sirba. En outre, le modèle SWAT 

calibré atteint une valeur NASH de 0,83. 

2. Modèles non-linéaires: Les précipitations saisonnières obtenues à partir du modèle 

d'analyse en composantes principales non-linéaire ont été désagrégées au pas de temps 

journalier en utilisant la méthode du fragment, puis introduites dans le modèle 

hydrologique SWAT pour générer des débits. Cette prévision était assez acceptable avec 

une valeur Nash de 0,58. 

L'évaluation du niveau de risque associé à chaque prévision saisonnière a été réalisée en 

utilisant une mesure simple de risque: la probabilité de débordement des digues de 

protection contre les inondations à Niamey, au Niger. Un modèle hydro-dynamique 

HEC-RAS du fleuve Niger de part et d'autre de Niamey a été développé en utilisant les 

données de débit de la période 1980-2014; une analyse de copules a été utilisée pour 

modéliser la structure de dépendance entre les débits et de prédire la répartition des débits 

à Niamey compte tenu de l'écoulement prévu sur le bassin versant de la Sirba. 

Finalement, les probabilités de déversement au-dessus des digues ont été estimées pour 

chaque année de la période 1980-2014. Les résultats de cette étude peuvent être utilisés 

comme un moyen d'évaluer et d'améliorer la performance de la prévision saisonnière au 

Sahel. Les travaux ont confirmé clairement la possibilité d‘améliorer la prévision des 

précipitations et débits dans le bassin versant de la Sirba à l'échelle de temps saisonnière 

en utilisant des prédicteurs autres que les températures à la surface des mers.  

 

 

Mots-clés: mousson ouest-africaine, prévision saisonnière des précipitations et débits, 

détection de ruptures, prévision des crues saisonnières, évaluation des probabilités de 

risques, Sahel, bassin versant Sirba 
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Résumé substantiel en français 

Cette partie est un résumé substantiel des travaux de la thèse en français. 

Elle présente la situation contextuelle, la problématique, la méthodologie développée 

pour la prévision saisonnière et les résultats obtenus ainsi qu‘une conclusion suivie par 

des perspectives.  

1.  Enjeux de la thèse 

Le sahel est une région du monde particulièrement sensible aux aléas climatiques. Des 

sécheresses récurrentes affectent régulièrement la production agricole ainsi que les débits 

des cours d‘eau, prenant le plus souvent les autorités et les populations locales, à majorité 

rurale, de court. 

L‘incertitude sur la distribution temporelle de la ressource en eau (précipitations et 

débits) est l‘une des causes majeures de vulnérabilité des populations en Afrique de 

l‘Ouest. En effet, la méconnaissance de l‘évolution à court et moyen terme de la 

pluviométrie et des débits se traduit le plus souvent par une mauvaise préparation des 

populations pour faire face aux extrêmes climatiques de plus en plus fréquents : rareté des 

pluies, inondations et leurs corollaires directs que sont la baisse des rendements agricoles 

voire la perte totale de la production agricole ou encore la destruction d‘infrastructures à 

forte valeur économique comme les routes et les retenues d‘eau. Dans un tel contexte, 

toute information scientifique sur la tendance à court et à moyen terme des pluies et des 

débits devient un outil crucial de prise de décision en matière d‘exploitation et de gestion 

de la ressource en eau (pluies, eaux de surface, nappes phréatiques, etc.). L‘agriculture, 

première activité socio-économique de la zone sahélienne, pourrait dès lors connaître de 

meilleures perspectives si, localement, une information saisonnière fiable fournissant des 

renseignements utilisables dans la prise de décisions agricoles critiques était mise à 

disposition des  agriculteurs. Ainsi, la prévision saisonnière des précipitations et des 

débits offre la possibilité d'accroître la résilience à la variabilité climatique en fournissant 

des informations à l'avance sur la quantité de pluie qu'on peut espérer pour la saison des 
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pluies à venir. De plus, la disponibilité d'informations fiables sur la quantité des 

écoulements quelques mois avant la saison des pluies serait immensément bénéfiques 

pour les utilisateurs de l'eau qui pourront ainsi planifier leurs activités.  

En Afrique de l‘Ouest, le Centre africain des applications de la météorologie pour un 

développement durable (ACMAD) est la principale source de prévisions climatiques 

adaptées aux besoins des acteurs socio-économiques (agriculteurs et autres producteurs). 

En collaboration avec 53 services météorologiques nationaux d‘Afrique, l‘ACMAD a 

pour principale mission l‘élaboration de l'information climatique et la conception d‘outils 

de prévisions climatiques à court et à moyen terme. Deux types de prévisions sont 

disponibles sur le site internet de l‘ACMAD :  

- des prévisions de précipitation court terme (24h) mises à jour sur une base 

quotidienne ;  

- des prévisions saisonnières de précipitation émises annuellement sous forme de 

bulletin (Prévisions Saisonnières en Afrique de l‘Ouest - PRESAO).  

Le bulletin des précipitations saisonnières de l‘ACMAD est établi sur la base d‘un 

consensus établi par un comité d‘experts qui synthétisent des prévisions fournies par les 

modèles numériques des centres climatiques globaux. Bien qu‘intéressante, l‘information 

saisonnière fournie dans les bulletins PRESAO souffre d‘un certain nombre 

d‘insuffisance :  

- la prédiction n‘est pas quantitative mais plutôt qualitative. En effet, les projections  

fournies sont classées sur une échelle de 3 types : "proche de la normale", "au-

dessus de la normale",  "en-dessous de la normale".  

- elle ne donne aucune information sur la répartition temporelle des précipitations, 

pourtant essentielle dans la gestion des risques.  

De ce fait, il est très difficile pour un acteur socio-économique d‘utiliser efficacement 

l‘information fournie par les bulletins de PRESAO pour rentabiliser ses activités. Pour  

contribuer à la rationalisation de la gestion des ressources en eau en Afrique de l‘Ouest, il 

est donc urgent de développer un système de prévisions quantitatives des précipitations et 

de débits sur différents bassins versants de la région. 
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2. Connaissances des enjeux et grandes questions de recherché qui les sous-

tendent 

 « La prévision saisonnière est une prévision probabiliste du climat à l‘échelle spatio-

temporelle de la saison (METEO France) ». Au cours de la dernière décennie,  le 

domaine des  prévisions saisonnières a connu, partout dans le monde, l‘éclosion de 

nombreux projets de recherche conduits par de grands consortiums composés de services 

météorologiques nationaux et de centres de recherches climatologiques et 

environnementaux (ex. projets européens DEMETER et ENSEMBLES).  

Classiquement, deux méthodes sont utilisées pour générer des prévisions saisonnières 

dans une région : les méthodes numériques et l‘approche statistique. Les modèles 

numériques de prévisions saisonnières utilisent des sorties de modèles atmosphériques 

semblables aux modèles de prévision météorologique. On distingue les prévisions 

saisonnières utilisant un seul modèle numérique et celles utilisant plusieurs modèles 

(prévisions multi modèles). Cependant, le niveau de confiance des prévisions numériques 

varie fortement en fonction de la région du globe considérée. Dans une étude récente, 

Batté et Déqué (2010) montrent que les  performances des  prévisions saisonnières de 

précipitations sur la région de l'Afrique de l'Ouest via les modèles numériques (Modèles 

GCM, modèle européen Ensemble) restent très limitées.  

Par ailleurs, de nombreuses études ont démontré beaucoup plus tôt bien qu‘imparfaits les 

modèles de prévisions saisonnières basées sur l‘approche statistique offre une meilleure 

performance sur les modèles numériques (Philippon, 2002 ; Anderson et al. 1999). 

Moron et al. (2004) ont mis en évidence le fait que les modèles numériques de prévisions 

saisonnières de précipitation en Afrique de l‘Ouest donnent des résultats peu réalistes. Ils 

recommandent, en outre, l‘utilisation des sorties de modèles numériques multi-modèles 

(DEMETER) et développement de modèles statistico-dynamiques (combinaison de 

modèles numériques et statistiques). 

Dans le cadre du PRESAO, les prévisions saisonnières sont développées par les services 

météorologiques nationaux en utilisant un modèle de régression linéaire qui se base sur 

les températures de surface des Océans pour prédire la pluviométrie en Afrique de 

l‘Ouest pendant la période Juillet-Aout-Septembre (JAS). Dans son travail de thèse, 

Philippon (2002) dresse un diagnostic (1968-1998) des  méthodes de prévisions 
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saisonnières de précipitations en Afrique de l‘Ouest et de l‘Est et propose une nouvelle 

approche statistique permettant de générer des prévisions réalistes. Les modèles de 

prévisions saisonnières développés par Philippon (2002) se fondent sur l‘utilisation de 

méthodes linéaires (une approche par régression linéaire multiple et une autre basée sur 

l‘analyse canonique de corrélations) et une méthode non linéaire qui se base sur les 

réseaux de neurones. L‘étude de performance des modèles développés a mis en évidence 

le fait que  les limites des modèles proviennent de la condition de linéarité des prédicteurs 

des précipitations imposée. Cependant, l‘utilisation des réseaux de neurones n‘a pu 

permettre de lever l‘insuffisance liée aux contraintes linéaires imposées aux prédicteurs. 

Néanmoins, cette étude permet de confirmer, à l‘instar d‘autres travaux (Garric et al. 

2002), l‘intérêt de pouvoir  adapter les prédicteurs (températures à la surface des océans 

et autres indices climatiques) des séries climatiques au contexte climatique  local ou 

régional. En effet, les indices climatiques étant des moyennes de variables climatiques sur 

une région du globe, il est possible qu‘en changeant de région et/ou de variable, on 

obtienne de nouveaux indices mieux corrélés avec les observations de la zone d‘étude. 

Par ailleurs, en Afrique de l‘Ouest, plus précisément au Burkina Faso, une série d‘études 

(Kirshen et Flitcroft 2000; Ingram et al. 2002; Roncoli et al. 2003; Roncoli et al. 2009) a 

démontré que pour faire face aux variabilités de la saison des pluies (de Juillet à 

Septembre), les agriculteurs seraient ouverts à l‘utilisation de toute source pertinente 

d‘information de prévisions saisonnières de précipitations. Dans ce contexte, le défi 

auquel il faudra faire face est donc celui qui consiste à élaborer une plateforme 

opérationnelle de prévisions saisonnières qui délivre de l‘information qui pourra être 

facilement utilisable par les agriculteurs pour prendre des décisions judicieuses 

permettant l‘amélioration des rendements agricoles. 

3. Objectifs 

3.1 Objectif global 

Le but de la présente thèse est de développer via une approche statistique un système de 

prévisions saisonnières de précipitations et d‘en évaluer la performance sur le bassin 

versant sahélien de la Sirba. 

3.2 Objectifs spécifiques 

Ce travail vise quatre objectifs de recherche : 
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- Développer et valider d‘une méthode de génération de séries synthétiques de 

précipitation et de température ; 

- Développer et tester des approches non-linéaires et non stationnaires pour la 

prévision saisonnière des précipitations et débits et comparer leurs performances 

aux approches déjà en cours d'utilisation ; 

- Développer et calibrer un modèle pluie-débit pour le bassin versant de la Sirba et 

utiliser une méthode de désagrégation temporelle pour prévoir les débits 

saisonniers ; 

- Développer et calibrer un modèle hydrodynamique du fleuve Niger à Niamey 

pour générer des cartes des plaines inondables et de quantifier les probabilités de 

franchissement des digues de protection contre les inondations à Niamey. 

4. Questions et hypothèses de recherche 

4.1 Questions de recherche 

Les questions de recherche suivantes sont définies en quatre points: 

Axe 1. Comment améliorer les performances actuelles des prévisions saisonnières en 

Afrique de l'Ouest en utilisant des approches statistiques non-linéaires? 

Axe 2. Comment rendre utile les informations des prévisions saisonnières au niveau 

opérationnel sous un format adapté pour les acteurs socio-économiques (agriculteurs et 

autres producteurs)? 

Axe 3. Peut-on réduire les incertitudes dans les prévisions en utilisant des données 

climatiques disponibles et d'autres indicateurs d'influence du climat sur la région 

concernée? 

Axe 4. Est-il possible de combiner des modèles de prévision saisonnière de pluies et de 

débits pour résoudre les problèmes d'inondations locales? 

4.2 Hypothèses de recherche 

Dans cette thèse, les hypothèses suivantes sont testées: 

Hypothèse 1: Les modèles numériques de prévisions saisonnières de précipitations en 

Afrique de l'Ouest (y compris les approches multi-modèle) donnent des résultats peu 

réalistes. 
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Hypothèse 2: Les modèles statistiques de prévisions saisonnières, bien qu'imparfaits, 

offrent une performance comparable ou supérieure que les approches numériques, pour 

un temps et coût moindre de plusieurs ordres de grandeur. 

Hypothèse 3: L'utilisation des caractéristiques climatiques locales couplées aux indices 

climatiques globaux est la mieux adaptée pour les prévisions saisonnières des 

précipitations en Afrique de l'Ouest. 

Hypothèse 4: En mode opérationnel, les informations fournies par l'approche statistique 

proposée sont efficaces, adaptées aux acteurs socio-économiques et permettent de faire 

face au problème d'inondation. 

5. Zone d’étude 

La zone d‘étude retenue dans le cadre de ce travail de thèse  est le bassin versant de la 

Sirba, située à cheval entre le Burkina Faso et le Niger (voir Figure 4.2). Le site 

sélectionné a déjà fait l‘objet d‘un projet piloté par le centre AGRHYMET entre 2002 et 

2009 (financement ACDIT). Il existe de ce fait une bonne base de données hydrologique 

et socio-économique sur ce bassin. Cette base de données permettra la valorisation du 

système de prévision sans passer par  une  phase de collecte de données. 

6. Méthodologie 

La méthodologie utilisée pour  développer chacune des parties de ce travail de thèse  est 

détaillée ci-dessous. 

a) Génération de séries synthétiques de précipitation et de température  

Le but de ce volet est de pouvoir générer en une journée donnée des séries de 

précipitation et de température représentatives du futur. Cette génération s‘est faite en 

choisissant le meilleur prédicteur et le temps d‘avance optimal. 

La méthode de génération des prévisions qui est utilisée est une approche probabiliste, 

qui se fonde sur l‘utilisation des corrélations empiriques observées entre des indices 

climatiques globaux (température des océans, humidité relative, etc.) et le climat de la 

zone d‘étude. Il est procédé à l‘exploration préalable des relations linéaires (par exemple 

l‘étude de corrélation, ACP, etc.) et non linéaires entre les séries climatiques observées et 

les indices climatiques existants. 
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En effet, un groupe de 84 prédicteurs ayant des liens physiques avec la mousson ouest-

africaine et avec sa dynamique ont été sélectionnés, et avec un temps de latence optimal 

entre leur observation et la saison des pluies estimé en utilisant une combinaison de 

méthodes statistiques. La dimension des vecteurs de prédicteurs a d'abord été réduite 

grâce à une analyse de corrélation linéaire avec des précipitations estimées par satellite 

sur la région ouest-africaine. L'analyse de corrélation et l‘analyse en composantes 

principales ont été utilisées pour ne retenir que les composantes principales prédictives 

élevées. Un modèle de régression linéaire a été utilisé pour obtenir des prévisions 

saisonnières et le modèle a été évalué afin de classer les prédicteurs par ordre de 

performance. Les trois meilleurs prédicteurs, soient la température de l'air (du Pacifique 

tropical Nord), la pression du niveau de la mer (de l'Atlantique tropical sud) et l'humidité 

relative (à partir de la Méditerranée orientale) ont été retenus et utilisés ensemble comme 

entrées pour les modèles de prévision des précipitations saisonnières. Il est à noter que le 

temps d‘avance optimal est systématiquement obtenu avec chaque prédicteur. L‘intérêt 

d‘une telle étude réside dans le fait qu‘elle offre la possibilité de développer des indices 

spécifiques à la région d‘étude (zone sahélienne). En effet, les indices climatiques étant 

des moyennes de variables climatiques sur une région du globe, il est possible qu‘en 

changeant de région et/ou de variable on obtienne de nouveaux indices mieux corrélés 

aux observations sahéliennes.   

b) Prévision saisonnière des pluies 

Dans cette thèse, des hypothèses de stationnarité et de linéarité ne sont pas émises comme 

c'est le cas dans la plupart des méthodes de prévision saisonnière. Deux approches ont été 

indépendamment utilisées : 

i. Deux méthodes probabilistes non stationnaires basées sur la détection de ruptures 

ont été développées et ensuite testées. Chaque méthode utilise un des trois 

prédicteurs sélectionnés. Le modèle M1 permet un changement de valeur des 

paramètres du modèle linéaire en fonction de l'amplitude des précipitations 

annuelles, tandis que M2 permet des changements de valeurs des paramètres du 

modèle linéaire avec le temps. M1 et M2 ont été comparés au modèle linéaire 

classique avec paramètres constants (M3) et à la climatologie (M4). Le facteur 

bayésien (Bf) basé sur le théorème de Bayes est utilisé comme critère de 
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comparaison  permettant de sélectionner le meilleur modèle parmi les douze 

modèles testés. 

ii. Des approches non-linéaires sont aussi explorées. Ce sont les modèles non-

linéaires tels que les arbres de régression, le réseau de neurones, et l‘analyse en 

composantes principales non-linéairen (NLPCA). Ces modèles ont été mis en 

œuvre et testés pour prévoir les précipitations saisonnières en utilisant les trois  

prédicteurs précédemment retenus.  

c) Calibration d’un modèle pluie-débit pour le bassin versant de la Sirba  

L‘objectif de ce volet est d‘obtenir un modèle hydrologique capable de transformer les 

séries de précipitations et de températures en débits sur le bassin versant de la Sirba. Le 

modèle SWAT (Soil and Water Assessement Tool) dispose d‘une compilation d‘un 

ensemble de données globales qui, bien que de résolution assez grossière, permettent de 

mettre en œuvre assez facilement un modèle pour n‘importe quelle partie du globe. La 

stratégie qui est adoptée dans cette thèse a consisté à utiliser ces données globales pour 

développer un premier modèle du bassin versant, avant de l‘enrichir avec les données 

plus détaillées disponibles obtenues au niveau des services techniques du Burkina Faso. 

En développement continuel depuis plus de 30 ans par le département de l‘agriculture des 

États-Unis, et accepté internationalement comme un outil interdisciplinaire de 

modélisation de bassins versants, SWAT est un modèle semi-distribué capable de simuler 

au pas de temps journalier,  les débits en rivière, le transport de sédiments, la qualité de 

l‘eau (phosphore, azote, métaux lourds, pesticides, algues), le transport des bactéries, 

mais également la croissance des plantes et le rendement des exploitations agricoles. Il 

s‘agit de ce fait d‘un logiciel extrêmement puissant capable de simuler beaucoup de 

processus d‘intérêt pour la gestion de l‘environnement d‘un bassin versant. 

d) Prévisions saisonnières des débits 

Pour la prévision saisonnière des débits, deux approches sont également utilisées. 

i. Une première approche basée sur les modèles non stationnaires (M1, M2, M3, 

M4). L'écoulement saisonnier est prédit à l'aide des prévisions probabilistes qui 

ont été utilisées pour générer la densité de probabilité dans la prévision des 

précipitations saisonnières (voir Gado et al. 2015b). Pour un modèle donné, les 
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prévisions probabilistes pour l'année Y sont introduites dans le modèle 

hydrologique SWAT Sirba pour obtenir des valeurs similaires pour les débits. En 

outre, les résultats ont été utilisés pour construire la densité de probabilité de la 

prévision et enfin d'obtenir une estimation. L'approche développée est détaillée 

comme suit pour obtenir les prévisions pour chaque année: 

1. Dans l'ensemble des prévisions probabilistes des précipitations saisonnières, un 

groupe de 500 valeurs ont été choisies pour chaque année (année Y). Cela a donné 

lieu à 14000 valeurs pour toute la durée considérée. 

2. Pour l'année Y, les 500 estimations probabilistes de prévision ont été introduites 

dans le modèle SWAT Sirba en utilisant le fichier ".pcp" situé dans le dossier 

"TxtInOut". Il est important de noter que ces prévisions ont des probabilités 

différentes. 

3. Le modèle est exécuté pour obtenir des valeurs correspondantes pour les débits 

sans changer le modèle des paramètres initiaux. Il est à noter qu‘après simulation, 

les valeurs obtenues ont des probabilités différentes. 

4. L'ensemble des prévisions obtenues pour l'année Y est utilisé pour calculer la 

densité de probabilité empirique de la prévision. Cela se fait sous des hypothèses 

relativement libres, de telle sorte que l'estimation de la distribution est non-

paramétrique et utilise une distribution normale de Kernel. 

5. Cette estimation basée sur la distribution normale de Kernel, utilise un 

paramètre de la fenêtre (ou largeur) qui est une fonction du nombre de l'ensemble 

des prévisions. Le vecteur des valeurs de densité obtenu est alors évalué à 100 

points également espacés (i.e., valeur par défaut) sur l'ensemble des données. Il 

convient de noter que la largeur représente la largeur de bande de la fenêtre de 

lissage de Kernel, et il a été établi comme étant optimal pour l'estimation des 

densités normales. 

6. A la fin du processus, une fonction de densité de probabilité est obtenue pour la 

prévision de l'année Y. 

7. Le même processus est répété pour chaque année jusqu'à la fin de la 28ème 

année des débits observés. Cela permet de couvrir toute la durée (1989-2002) sous 

chacun des 12 modèles. 
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Il convient de noter que ce processus a été appliqué pour les débits moyens 

annuels sur la période Juillet-Août-Septembre (JAS). En outre, la même 

procédure a été utilisée pour les débits maximaux mensuels. Cela permet de 

comparer les meilleurs modèles pour ces différents types de débits dans le bassin 

versant de la Sirba. 

ii. L‘objectif de cette seconde approche est d‘obtenir un modèle hydrologique 

capable de transformer les séries de précipitations en débits sur le bassin versant 

de la Sirba. Ainsi, le modèle SWAT est forcé avec les pluies saisonnières 

générées du modèle NLPCA. Il est à noter que ces pluies saisonnières sont 

d‘abord désagrégées au pas de temps journalier avant le forçage du modèle 

SWAT en utilisant la méthode des fragments. 

e) Evaluation du niveau de risque associé aux prévisions saisonnières 

L'évaluation du niveau de risque associé à chaque prévision saisonnière a été réalisée en 

utilisant une mesure simple de risque: la probabilité de débordement des digues de 

protection contre les inondations à Niamey, au Niger. Un modèle hydro-dynamique à 

base de HEC-RAS du fleuve Niger de part et d'autre de Niamey a été développé en 

utilisant les données de débit de la période 1980-2014; une analyse de copules a été 

utilisée pour modéliser la structure de dépendance entre les débits et de prédire la 

répartition des débits à Niamey compte tenu de l'écoulement prévu sur le bassin versant 

de la Sirba. Finalement, les probabilités de déversement au-dessus des digues ont été 

estimées pour chaque année de la période 1980-2014. 

7. Résultats et discussions 

Dans le cadre de la recherche des meilleurs prédicteurs, les corrélations synchrones entre 

les prédicteurs-prédictand (à savoir, les corrélations entre les précipitations et les 

prédicteurs moyennés sur la période de JAS), il s‘est révélé la présence des plus grandes 

corrélations pour la période 1970-2010. Ainsi, cette plage d‘année a été utilisée comme la 

période d'étude de référence pour le choix des prédicteurs. 

Au cours de la deuxième étape consacrée au choix des variables explicatives, la fenêtre 

de temps (ou période), qui a donné le meilleur coefficient de Nash (et par conséquent le 

temps de latence optimal) a été déterminée. Il est évident que pour tous les modèles les 
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meilleurs prédicteurs en fonction des performances de prévision sont AirTemp, RHUM et 

SLP. Les performances des prévisions obtenues en utilisant la température de l'air comme 

prédicteur (R
2
 = 53%; Nash = 0,53; HIT = 67,9%; Temps d‘avance = 7 mois) étaient les 

meilleures. Le second meilleur modèle est celui utilisant l'humidité relative (R
2
 = 58%; 

Nash = 0,52; HIT = 64,3%, Temps d‘avance = 8 mois). 

En outre, le temps de latence (8 mois de délai en moyenne) obtenu pour la plupart des 

prédicteurs est assez grand pour développer des systèmes d'alerte précoce pour les 

décideurs et les acteurs socio-économiques au sujet de la qualité de la saison des pluies. 

Les résultats de la prévision saisonnière des pluies sous chacun des trois prédicteurs 

montrent que pour les modèles utilisant AirTemp comme prédicteur, 92%, 38%, 81% et 

54% des valeurs prévues ont des vraisemblances élevées pour les modèles M1, M2 , M3 

et M4, respectivement. Ainsi, le modèle le plus significatif est M1a, suivie M3a, M4a et 

M2a. Pour les modèles utilisant RHUM comme prédicteur, la performance des modèles 

est en ordre décroissant M1rh, M4rh, M2rh et M3rh, car ils ont 86%, 79%, 29%, et 28% 

des valeurs prévues avec de hautes vraisemblances, respectivement. Pour le dernier 

prédicteur SLP, la performance de chaque modèle est représentée par les inégalités M4> 

M1> M2s> M3s, en tant que modèles M1, M2, M3 et M4 ont 86%, 59%, 36%, et 89% 

des valeurs prévues ont élevé vraisemblances, respectivement. Une comparaison de ces 

12 modèles montre que le modèle qui permet un changement dans la relation pluie-

prédicteur selon l‘amplitude des précipitations (M1), et utilisant AirTemp comme 

prédicteur a obtenu le meilleur score pour la prévision saisonnière des précipitations dans 

la zone d'étude. 

Le deuxième groupe de modèles est un ensemble de méthodes statistiques non-linéaires, à 

savoir, NLPCA, réseau de neurones et arbres de régression. Le modèle NLPCA a donné 

des résultats satisfaisants en tenant compte de la période d'étude courte considérée par 

rapport aux deux autres méthodes. Le NLPCA avec AirTemp (R
2
: 0,46; NASH: 0,45; 

HIT: 60,7%) est le meilleur, puis suivi par RHUM et SLP, respectivement. Il a également 

été constaté que ce modèle fournit un temps de latence trop grand. Les modèles du réseau 

de neurones et arbre de régression ont généré des résultats médiocres sur la base des 

résultats obtenus, ce qui est principalement attribuable à la faible longueur des données 

qui ne suffit pas à assurer un bon apprentissage de ces modèles.  
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Ce travail a également permis de comprendre que les méthodes non-linéaires pourraient 

également être utilisées à la place des méthodes linéaires habituelles. Toutefois, la limite 

de cette approche réside dans la faible longueur des données utilisées. Par conséquent, 

pour généraliser les résultats aux autres scientifiques, il est recommandé que pour une 

prévision saisonnière l‘indice global du Sahel doit être construit en utilisant les données 

du CRU tout en examinant sa corrélation avec l'indice du bassin versant et de l'habileté 

des modèles 

Pour la prévision saisonnière des écoulements, après calibration, l'hydrogramme mensuel 

simulé reproduit bien les observations, avec une valeur Nash de 0,83. Ce coefficient est 

similaire à ceux trouvés dans de nombreuses études dans la même région. En effet, 

Amadou et al. (2014) ont obtenu une valeur Nash comparable (0,89) pour un modèle 

hydrologique SWAT du fleuve Niger à Koulikoro. 

De même, Laurent et Ruelland (2010) ont obtenu 0,88 et 0,91 (respectivement pour 

calibration / validation) comme coefficient Nash pour le modèle hydrologique Bani 

SWAT, situé dans le sud-ouest du Mali. 

Une comparaison des résultats issus des modèles non stationnaires sous chaque prédicteur 

a montré que pour SLP, la performance des modèles est classée en ordre décroissant M3s, 

M4S, M2s et M1s; tandis que pour AirTemp l'inégalité M3a> M4a> M2a> M1a a été 

trouvé. En outre, RHUM révèle M3rh comme le modèle le plus significatif suivi 

respectivement par M4rh, M2rh et M1rh. Ainsi, les prévisions des écoulements moyens 

annuels saisonniers, compte tenu des paramètres constants semblent être les meilleures 

approches pour cette région sahélienne parmi les modèles testés. Toutefois, il convient de 

noter que le modèle M2 semblait fonctionner relativement bien; et cette performance 

pourrait être améliorée s'il y avait suffisamment de données de débits. En outre, les 

écoulements prédits sont dans la bande rouge zone pour presque tous les modèles. 

Le modèle M3 pourrait être considéré comme le plus favorable pour la prévision de 

l'écoulement fluvial annuel moyen saisonnier sur le bassin versant de Sirba avec un temps 

de latence de 8 mois. En outre, une évaluation de tous les modèles sous chaque prédicteur 

a donné les relations suivantes: M1a> M3a> M2a> M4a, M1> M4> M3s> M2s et M4rh> 

M1rh> M3rh> M2rh respectivement pour AirTemp, SLP et RHUM. Par conséquent, les 
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modèles avec changement de paramètres pourraient être reflétés comme prépondérants 

pour prédire l'écoulement mensuel maximum dans cette région. 

D‘autre part, une comparaison des performances obtenues avec les méthodes non-

linéaires montre que le modèle NLPCA est le meilleur modèle non-linéaire (R
2
: 0,46; 

Nash: 0,45; HIT: 60,7), tandis que le réseau de neurones et les modèles d'arbres de 

régression ont de résultats médiocres. 

Le modèle hydrodynamique du fleuve Niger à Niamey est bien calibré de telle sorte que 

la dernière courbe de tarage est reproduite sur la période 2009-2014. 

Les simulations issues de ce modèle ont montré la submersion des 6 digues  de protection 

de la ville de Niamey au cours des années spécifiques avec des probabilités variant de 

16,7 à 100%. Ces périodes confirment les périodes pendant lesquelles la ville de Niamey 

a subi plusieurs inondations menant à plusieurs pertes. Les résultats obtenus corroborent 

les études montrant une reprise pluviométrique au Sahel avec des intensités plus fortes 

qui engendrent des crues avec des probabilités très élevées d'avoir des aménagements 

submergés. L‘analyse des copules a permis de montrer que les inondations à Niamey sont 

dépendantes des écoulements des stations de Garbé-Kourou (exutoire du bassin versant 

de la Sirba) et de Kandadji (situé en amont de Niamey). 

 

8. Conclusions et perspectives 

8.1 Conclusion 

En conclusion, ce travail a montré l'importance de développer une bonne méthode pour 

sélectionner les prédicteurs des précipitations sahéliennes avec un temps d‘avance 

optimal plutôt que de les attribuer subjectivement comme le fait de nombreuses études 

dans la région. En outre, les résultats obtenus ont indiqué que d'autres facteurs prédictifs 

potentiels tels que la température de l'air, la pression au niveau de la mer, et l'humidité 

relative pourraient être utilisés au lieu d‘utiliser toujours arbitrairement les températures 

de surface de la mer. L'étude a permis de comprendre que pour la prévision saisonnière, il 

est avantageux d'utiliser de nombreux critères pour estimer la performance du modèle 

parce que l'utilisation d'un seul estimateur pourrait biaiser les estimations car il peut être 

sensible aux valeurs aberrantes. Par conséquent, tout modèle de prévision saisonnière 

pour le Sahel d'Afrique de l'Ouest devrait envisager l‘usage du climat local de la région 



 

  14 

afin de faire des prévisions habiles. Les résultats de cette étude peuvent être utilisés 

comme un moyen d'évaluer et d'améliorer la performance de la prévision saisonnière au 

Sahel. Les travaux ont confirmé clairement la possibilité d‘améliorer la prévision des 

précipitations et des écoulements dans le bassin versant de la Sirba à l'échelle de temps 

saisonnier en utilisant des prédicteurs autres que les températures à la surface des mers. 

 

8.2 Perspectives  

Ce travail a développé et testé ces modèles sur le bassin versant Sirba. Par conséquent, 

comme perspectives, il est nécessaire de continuer à développer et à tester ces modèles de 

prévision saisonnière sur les grands bassins d'Afrique de l'Ouest, voire le continent 

africain. 

En conséquence, le modèle hydrologique Sirba SWAT développé doit être étendu à 

d'autres bassins voisins. 

D'après les résultats de prévision des écoulements saisonniers, une approche multimodèle 

peut être une solution intéressante pour les prévisions climatiques au Sahel. Ainsi, ce 

travail va continuer à tester l'approche multimodèle afin de confirmer ses performances. 

En ce qui concerne les résultats obtenus à partir de modèles non-linéaires, il est 

nécessaire de poursuivre leur développement en adaptant les techniques d‘apprentissage 

plus spécifiques et la collecte de plus de données pour obtenir de bonnes prévisions. 

Comme étape future de ce travail, une approche multimodèle sera utilisée pour comparer 

les performances escomptées à celui du meilleur modèle de précipitations saisonnières. 

Enfin, il est envisagé d'effectuer une analyse probabiliste du risque pour quantifier les 

dommages associés au modèle de prévision des crues saisonnières à Niamey. 
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Chapter 1. Introduction 

This chapter gives a general introduction explaining the context under which the 

thesis work was carried out before stating the problems that the present work tried to 

assess and tackle. It also presents the objectives of the work which include both the 

global objective and the specific objectives. The research questions and hypothesis were 

explained; afterward, the contributions, novelty and scope of the thesis were discussed. 

The last part of this chapter presents the organisation of the thesis. 

1.1. Context and Problem Statement  

The summer rainfall of semi-arid regions of the world is known for its 

unreliability, which has a large impact on the continental hydrological cycle, water 

resources and food security. The Sahel, extending across Africa from the Atlantic Ocean 

to 30°E and from 12 to 17°N is the largest area of these regions, recording between 200 

and 800mm/year from north to south, ~80% of the rain being recorded in July–September 

the cool rainy season (Nicholson, 2013).  

Several studies have confirmed West Africa‘s degree of susceptibility to climate 

variability, and its constant exposure to the consequences of climate change (e.g., 

Christensen et al., 2007; Gianini et al., 2008). This has led some authors to question 

whether the persistent lengthy dry or rainy periods are truly historical aspects of the 

environment of the area (Ardoin et al., 2003; Bouali, 2009). The Sahelian rainfall pattern 

is season dependent and is directly related to the West African Monsoon (WAM), a 

dynamic yet to be fully understood by climatologists (Mohino et al., 2011; Caminade & 

Terray, 2010; Biasutti et al., 2008; Rowell, 2001, 2003; Janicot et al., 2001; Palmer, 

1986). This lack of better understanding of the WAM is, in part, why forecasts on all 

scales in the Sahel are problematic (see Figure 1.1). The uncertainty of the forecasts can 

directly affect local populations, since lack of awareness of the short and medium term 

evolution of rainfall and streamflows often results in inadequate or untimely measures to 
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cope with the increasingly frequent climate extremes. These can include shortage of 

precipitation, as well as flooding and its direct consequences of lower crop yields, total 

loss of agricultural production and the destruction of high value infrastructure such as 

roads and dams (Tarhule, 2005; Samimi et al., 2012). Recurring droughts also regularly 

affect agricultural production and streamflows (Samimi et al., 2012; Brooks, 2004), and 

often catch local authorities and rural populations unawares, despite over a decade of 

publication of seasonal forecasts in West Africa (PRESAO: Prévision Saisonnière en 

Afrique de l’Ouest) (Hamatan, 2004; Ogallo et al., 2000). In such unstable circumstances, 

any scientific information regarding the short (24 hours) and medium (6 months) terms of 

rainfall and streamflow trends is vital for decision-making and managing water resources. 

Agriculture, the primary socio-economic activity in the Sahelian zone, would be more 

efficient if, local and reliable seasonal information was available to help farmers make 

their important decisions (Hansen, 2002). Thus, the development of seasonal rainfall and 

streamflow forecasting models is anticipated and welcomed by all involved, particularly 

the rural population, as effective climatic information is akin to food security insurance. 

The models would increase resilience to climate variability by providing advance 

information about the expected amount of rain or runoff in the next rainy season (Hansen 

et al., 2011). 

Seasonal forecasting prediction is what the climate will be over the next few 

months. It is currently the best means of addressing climate issues, and is also considered 

most efficient approach to drought mitigation (Hayes et al., 2005). Indeed, METEO 

France defines seasonal forecasting as a probabilistic estimate of precipitation on a 

spatio-temporal scale of the season. Hence, it generally consists of searching for 

statistical relationships between indicators of the rainy season and parameters 

characterizing the state of the atmosphere, including oceans. A simple forecast is 

different than a seasonal forecast, as the latter is the result of an attempt to estimate the 

actual evolution of the climate in the future (e.g. seasonal, interannual or long-term 

scales). 
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Figure 1.1 Geographical position of the Sahel between 12°N and 20°N (source: MEA, 

2005) 

Seasonal precipitation forecasts in West Africa have only been conducted in 

recent decades, and this has been a major forecasting challenge for over 20 years. 

Between the late 1960s and 1990s, annual total rainfall in West Africa decreased. It 

began to increase during the 2000s, though successive dry years led to a negative long-

term rainfall trend, which caused the most significant drought period on the planet of the 

twentieth century (Fontaine & Janicot, 1996). Given the direct dependence of agriculture 

and population lifestyles to climate, these drought periods had significant impacts on the 

survival of the affected inhabitants. 

In West African Sahel, the African Center of Meteorological Application for 

Development (ACMAD) is the principal source of climate forecasts tailored to the needs 

of farmers and other socio-economic actors (Hamatan, 2002). In collaboration with the 

African national meteorology services and AGRHYMET (Agriculture, Hydrology and 

Meteorology Research Center), ACMAD‘s primary mission is the development of 

climate information and provision of climate forecasting tools for the short and medium 

term. These forecasts use a Climate Predictability Tool (CPT) to link sea surface 
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temperature (SST) to monthly or seasonal rainfall or streamflow data. CPT uses multiple 

linear regressions to link a grid predictor to a predictand. ACMAD makes two types of 

forecasts available to users: 

- short term forecasts of precipitation (24 hours) updated daily; and, 

- seasonal forecasts of precipitation issued annually in the form of a bulletin.   

The seasonal forecast bulletins of precipitation are determined by the consensus of a 

panel of experts, who synthesize different forecasts provided by numerical models of 

global climate centers (Hamatan, 2002). Unfortunately, currently available models have 

several shortcomings with respect to representing processes and reproducing 

mechanisms, leading to a certain lack of practicality of the simulated climate. Moreover, 

by comparing their outputs to the observations, in terms of mean fields and 

teleconnections, it is clear that the improvement remains incomplete. This is particularly 

true over the extended area of the WAM, where the models still render badly reproduced 

cumulative and annual cycles of precipitation over West Africa, and more so in the Sahel 

zone (Philippon, 2002). For instance, it is still difficult to have confidence in the 

predictions of forecasting modes beyond weather time (i.e. a few days), particularly the 

precipitation fields. The models have difficulty simulating the tropics, where the 

convections playing on vertical instabilities are strong, and the intermittent rains (Janicot 

et al., 1998). 

Although interesting, the forecasting information provided in PRESAO bulletins 

has limitations:   

- the forecasting is qualitative rather than quantitative and was issued in a 

categorical format on the three scales : probability of above normal, normal and 

below normal precipitation or streamflow ; and, 

- the forecasting does not provide information on the temporal distribution of 

precipitation, which is essential for risk management.   

Thus, it is very difficult for main organizational entities to effectively use the 

information from PRESAO bulletins to enhance their operations. The low predictive skill 

of the PRESAO was confirmed by the study of Konte (2011) who used the rank 

probability skill score (RPSS) and relative operating characteristic (ROC) to evaluate its 

performance from 1998 to 2010 in Sénégal. He found that the forecast reliability varied 
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according to geographical location in the region, and that overall the forecasts were better 

than the climatology only 54% of the cases. Therefore, effectively streamlining the 

management of water resources in West Africa requires the development of a quantitative 

system of precipitation forecasting in the region, using a watershed approach. 

Over the last decade, the field of seasonal forecasting has led to the emergence of 

many research projects worldwide, conducted by groups composed of national 

meteorology services and centers for climate and environmental research (e.g. European 

projects DEMETER and ENSEMBLES). This escalation of interest has inspired the 

establishment of several models. Relevant efforts of the scientific community are based 

on three different but complementary approaches (Hastenrath, 1995): dynamical (based 

only on numerical models), statistical (based purely on statistics) and hybrid statistical-

dynamical (a combination of numerical models and statistics). 

The numerical models of seasonal forecasts use outputs of atmospheric models 

similar to weather forecasting models. Some seasonal forecasts use only one numerical 

model, and others use several (multi-model forecasts). However, the confidence level of 

numerical forecasts varies strongly according to the region of the planet. In a recent 

study, Batté & Déqué (2011) showed that the performance of seasonal forecasts of 

precipitation in West Africa using numerical models (Model GCM, European Ensemble 

Model) is very limited. Raje & Mujumdar (2011) studied three downscaling methods for 

daily precipitation in the Panjab region, India and mentioned that the output resolution of 

some types of general circulation models (GCMs) were inadequate for runoff simulation. 

Moreover, several studies proved that seasonal forecasting models based on a 

statistical approach, although imperfect, provide better performance than numerical 

models (Philippon, 2002; Garcia-Serrano et al., 2013). Moron et al. (2004) also showed 

that numerical models for seasonal forecasts of precipitation in West Africa yield 

unrealistic results, and recommended using numerical multi-models‘ outputs 

(DEMETER) and the development of statistical-dynamical models. Philippon (2002) 

provided a diagnosis of methods used for seasonal forecasts of precipitation in West and 

East Africa from 1968 to 1998, and proposed a new statistical approach to generate 

realistic forecasts. The seasonal forecasting models developed by Philippon (2002) are 

based on linear methods (multiple linear regressions and canonical correlation analysis), 
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and a non-linear method (an artificial neural network). A performance evaluation of these 

models revealed that the limitations of linear models are due to the linearity condition 

imposed on the predictors of precipitation. However, the use of neural networks could not 

overcome the linear constraints imposed on the predictors. Nevertheless, this study and 

others (e.g. Garric et al., 2002) confirmed the interest in adapting predictors, such as sea 

surface temperature and other climate indices of climate series, to the local or regional 

climate context. Since climate indices are averages of the climate variables of a particular 

region, it is possible that changing the region and/or the variables could help to achieve 

new indices that are better correlated with the observations of the study area.  

The hybrid statistical-numerical approach also known as model output statistics 

(MOS), is a combination method based on the principle of applying statistical methods to 

the output obtained from numerical models, in order to perform further analysis. 

Conversely, in West Africa, specifically Burkina Faso, a series of studies (Kirshen 

et al., 2003; Ingram et al., 2002; Roncoli et al., 2001, 2002, 2004, 2009) showed that 

coping with the variability of the rainy season (July to September), requires farmers to 

agree to using any relevant information on seasonal rainfall/streamflow forecasts. In this 

context, the challenge is to develop an operational seasonal forecasting system that 

delivers information that can be easily used by farmers to help them make judicious 

decisions. Consequently, satisfactory seasonal forecasting requires more than using 

models‘ output without considering the local climate. In fact, what is needed is an 

effective methodology that takes real local climate characteristics into account, and is 

based on purely statistical methods. This thesis addresses the aim of the scientific 

community to make seasonal forecasting a suitable tool that can support correct decision-

making.  

1.2. Thesis Objectives 

Goals were set in order to conduct this study. They include global and specific 

objectives. 
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1.2.1 Main objective 

The principal objective of this work is to develop a scientifically sound, seasonal 

forecasting system to improve the quality and usefulness of forecast outputs by 

systematically searching for the best predictor and lead time using both statistic (non-

linear and non-stationary) and hydrologic models.. 

1.2.2 Specific objectives 

This research work aims to achieve the following specific objectives:  

(a) Develop and validate a method to generate synthetic series of precipitation. 

(b) Develop and test non-linear and non-stationary approaches for seasonal rainfall 

and streamflow forecasting and compare their performance to the approaches 

already in use. 

(c) Develop and calibrate a rainfall-runoff model for the Sirba watershed and using a 

temporal disaggregation method to forecast seasonal streamflow.  

(d) Develop and calibrate a hydro-dynamical model of Niger River at Niamey to 

generate floodplain maps and quantify the probabilities of flood protection dykes 

to be overtopped in Niamey. 

1.3. Research Questions and Hypothesis  

1.3.1 Research questions 

The following research questions are set through four points: 

Axis 1. How to improve the current performance of seasonal forecasts in West 

Africa using non-linear statistical approaches? 

Axis 2. How to make useful the seasonal forecasts information at the operational 

level in a format suitable for the socio-economic actors (farmers and other producers)? 

Axis 3. Can we reduce the uncertainties in forecasting using available climate data 

and other indicators of influence on the region climate? 

Axis 4. Is it possible to combine seasonal forecasting models for rainfall and 

streamflow to solve local flooding problems? 
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1.3.2 Hypothesis 

In this thesis, the following hypotheses are tested: 

Hypothesis 1: The numerical models of seasonal forecasts of rainfall in West 

Africa (including multi-model approaches) give less realistic results. 

Hypothesis 2: Statistical models of seasonal forecasts, although imperfect, 

provide a comparable or higher performance than numerical approaches for a time and 

lower cost implementation of several orders of magnitude. 

Hypothesis 3: The use of local climate characteristics coupled to global climatic 

indices is best suited for seasonal forecasting of rainfall in West Africa. 

Hypothesis 4: In operational mode, the information provided by the proposed 

statistical approach is effective, adapted to the socio-economic actors and allow to deal 

with flooding issue. 

1.4. Novelty 

The novelties of this thesis are threefold: 

1. The seasonal rainfall forecasts issued from ACMAD are mainly qualitative and 

they are typically probabilities of occurrence of three categorical events: above 

normal, normal, and below normal precipitation. Such kind of forecast is limited 

as it cannot be so useful for the end users because large areas are considered 

which do not take account of local climate conditions as well as the delivered 

format. Also, these forecasts do not give any information on the temporal 

distribution of the forecasted rainfall, which is very important in risk 

management. The forecasts from this thesis are probabilistic and they are further 

used to manage inundation risk. 

2. In West African Sahel, the seasonal forecast models developed by researchers 

used mainly linear methods where the relationship between rainfall and the 

predictor is considered to be constant, although it cannot be in reality. Also, the 

predictors‘ selection is done subjectively. In this thesis, the developed seasonal 

forecast approach is based on a sound method for selecting predictors with high 

predictive power and optimal lag time. Moreover, the developed models 
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considered the rainfall/predictor relationship to change with time; another set of 

the models considered the rainfall/predictor relationship to change with rainfall 

magnitude.  

3. Site application of seasonal forecasted rainfall and streamflow is a great 

innovation by this thesis which used them to solve local flooding problems from 

Niger River (third largest African river). 

Thus, this thesis contributed to highlight the need to consider the selection of 

predictors as the most important step while forecasting West African seasonal rainfall. 

Also, it helped understanding that the usual consideration of rainfall/predictor parameters 

as constant is not really a usual truth. 

1.5. Scope of the study 

In the thesis, statistical models are developed specifically for seasonal rainfall and 

streamflow forecasts. The study is focused only on statistical forecasting approaches, 

using predictors with a potential relationship on the West African monsoon dynamics. 

These forecasting methods are explicitly based on non-linear approaches (e.g. regression 

trees, artificial neural networks) and non-stationary approaches, though some linear 

statistical methods are used for selecting potential predictors. In this study, rainfall is used 

as predictand while the predictors employed include, Air Temperature (AirTemp), Sea 

Level Pressure (SLP), Relative Humidity (RHUM), Zonal Wind (UWND), Meridional 

Wind (VWND) and Sea Surface Temperature (SST). These predictors are used to 

forecast seasonal rainfall and streamflow. Also the developed runoff-rainfall model is 

based on the SWAT model. The temporal disaggregation used in this work is focused on 

fragment method. The hydro-dynamical model was developed for Niger River using 

HEC-RAS model. 

Therefore, the scope of this thesis is limited to those specified methods, predictors 

and models. The study is carried out on the Sirba watershed, a transboundary watershed, 

shared by two countries Burkina Faso and Niger Republic. It also concerned the city of 

Niamey in Niger Republic. 
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1.6. Organisation of the Thesis 

Based on the objectives, the thesis is presented in eight chapters.  

Chapter 1: This chapter presents the thesis and its context, the problem 

statement, the objectives and scope of the study, and the organization of the thesis. 

Chapter 2: This chapter presents the general framework of the study. It comprises 

an expanded explanation on the West African Sahel Monsoon, the Sahelian rainfall 

mechanism and variability. The potentials of seasonal forecast in West African Sahel are 

reviewed by presenting the teleconnections and the physiographic characteristics of the 

region. 

Chapter 3: This part of the work provides a thorough background and theory on 

seasonal forecasting and hydrological modelling techniques. The different forecasting 

approaches for seasonal rainfall and streamflow used by the scientific community are 

reviewed. A particular literature review is made on statistical methods (neural network, 

principal component analysis, stepwise regression, regressions trees, non-linear principal 

component analysis, Bayesian method, simple/multiple linear regression) used to forecast 

Sahelian seasonal rainfall. This chapter also provides a review on the training techniques 

(boosting, bagging, leave-one-out cross-validation), on the methods used for the 

assessment of forecasts results (coefficient of determination, Nash-Sutcliffe coefficient). 

The methods used for temporal disaggregation are reviewed and all the aspects regarding 

copula method, and HEC-RAS modelling. A comprehensive literature review on flood 

issues over the Sahel region and the related damages is done in the last part of this 

chapter. 

Chapter 4: The fourth chapter presents the study area with the characteristics of 

the West African Sahelian zone; and an inventory of the Sirba basin in terms of climate, 

geographic information, and environmental issues. 

The various data used in this study are presented in this section followed by their critical 

analysis to assess their quality and representativeness across the study area. These data 

include climate data (rainfall and atmospheric data), hydrological data, land use data, soil 

data, and topographical data. 

Chapter 5: This chapter presents the entire process developed and the results of 

seasonal rainfall forecasting. The developed approach for predictor selection and optimal 
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lag time, the models allowing the relationship rainfall/predictor to change with time; the 

models where the relationship rainfall/predictor changes with rainfall magnitude and 

models with constant parameters are all explained. The settled Bayesian model selection 

approach is also explained. The best predictors and their region in addition to the optimal 

lag time are presented. The assessment of the seasonal rainfall forecasting skills are 

detailed in this chapter regarding the neural network, regression trees and non-linear 

principal component analysis models. The performances of the developed forecast 

models are discussed and compared to that of the existing forecast models in the region. 

Chapter 6: This chapter is mainly dedicated to seasonal streamflow forecasting. 

The developed approaches used for seasonal streamflow forecasting models development 

are all explained. It also presents the methodology used to develop the Sirba SWAT 

hydrological model. This includes the calibration process and uncertainty analysis using 

the SWAT Calibration and Uncertainty Program (SWAT-CUP). The performances of the 

developed forecast models are discussed and compared to that of the existing forecast 

models in the region. The results obtained from the calibrated Sirba hydrological model 

are explained and the forecasts of maximum monthly streamflows and annual mean 

streamflows are discussed. Moreover, the results from the non-linear models are 

presented. 

Chapter 7: The chapter seven treats all aspects of seasonal flood forecasting and 

the related induced overtopping. The copula method used to model the dependence 

structure of streamflows is explained. The development of the hydro-dynamical model of 

Niger River at Niamey is presented and the HEC-RAS model is fully explained. The last 

part of this chapter details the concept behind the simple risk measure used to assess the 

probabilities of overtopping of the flood protection dykes in Niamey. 

Chapter 8: The chapter eight draws the global conclusion on all the entire work 

carried out in this study. This conclusion concerns the efficiencies of the developed 

seasonal forecasting models and the probabilities of overtopping dykes and the limits of 

the different models. The contributions of the present thesis to the knowledge of the 

scientific community are presented in this chapter. The perspectives resulting from the 

work done are presented in this section in order to make the research progress on seasonal 

forecasting issues. 
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Chapter 2. West African Monsoon and Sahel 
Rainfall: A Review  

This chapter mainly focus on the key element that governs rainfall in West Africa. 

The West African Monsoon is fully described: its general circulation and all dynamics. 

The processes behind the West African Sahel rainfall are reviewed in order to have a 

good understanding on the rainfall mechanism, the seasonal cycle and the different 

variabilities. Moreover, the potentials of seasonal rainfall forecasting are presented and 

detailed. The main drivers of the Sahelian rainfall are presented in this chapter with a 

particular focus on the teleconnections which change over periods. The different oceanic 

basins and other physiographic characteristics that impact on the Sahelian rainfall are 

entirely presented. The review in this chapter explained how the hydrological regimes 

and other activities depend mainly on the rainy season governed by the WAM. 

2.1. West African Sahel Monsoon: General circulation  

The radiation balance across the whole system is unbalanced. This balance is in 

excess at the source regions (e.g. equator and lower layers), but a deficit in sink regions 

(e.g. the poles and the higher layers). This uneven distribution is the origin of the 

atmospheric circulation at the global scale (Malardel, 2005; Bouali, 2009). Thus, to 

balance these energy gradients between sources and sinks, a meridian and vertical 

circulation is set up between the poles and the equator. However, the Coriolis force 

induced by the Earth's rotation, prevents the direct transfer of energy between these two 

types of regions and does not allow the creation of a single cell capable of transporting 

energy. 

According to the model of Palmen (1951) describing the atmospheric general 

circulation (Figure 2.1), There are three zones of wind circulation: Hadley cells found 

between the equator and 30° N and S, integrating the WAM and the circulation area of 
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WAM, Ferrel cells that lie at mid-latitudes (30° N to 60° N and 30° S to 60° S) and 

finally the polar cells at the north of 60° N and south of 60° S. 

 

Figure 2.1 Atmospheric circulation: H and L mean layers of high and low pressure 

respectively. (source: Palmen, 1951) 

Unlike the cells of Palmen model, the Hadley cells are asymmetrical and highly 

modulated by the seasonal cycle. The cell in the southern hemisphere (North) is 

intensifying in summer (winter) Boreal and led to the displacement to the north (south) of 

the Inter-Tropical Convergence Zone (ITCZ). This area in between the cells of the 

northern and southern hemispheres is where the energy received by the atmosphere is at 

its maximum, thus characterizing a moist deep convection zone near the equator 

(Fontaine, 1993). The ground track of the winds of the two hemispheres of confluence 

zone is associated with a dry convergence zone called the ITCZ, less developed vertically 

and further north than the ITCZ. Hadley cells are characterized by two vertical branches 

while considering the movement of the air, a first ascending branch above the main 

energy source zones (equatorial) and a second downward over the sink regions 

(subtropics to 30° N and 30° S) with air movement from sources to sinks in the lower 
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layers and sources to the sinks in the upper layers of the troposphere (15 km). Apart from 

the transfer of energy through the meridian and vertical Hadley circulation, another traffic 

type is west (zonal circulation: Walker type) is being established in response to the 

existing contrasts between firstly the warm waters from western regions of the ocean 

basins and cold regions in the east, and also between hot continents having low heat 

capacity and the coldest oceans having high thermal inertia (Figure 2.2). According to 

Caminade (2006), there are two groups of cell of Walker type: the first group is that of 

Pacific / Atlantic carrying the latent and sensible heat to the east and the geopotential 

energy to the west. The second group is the Africa / Indian Ocean set characterized by a 

reverse circulation from the previous group. As for the Hadley circulation, the Walker 

types are characterized by Pedigree areas generating rainy systems and areas of 

subsidence conducting to the mitigation of cloudy upstream systems. However, they have 

the characteristic of being less forced by seasonality due to the low annual variation of 

ocean zonal thermal gradients and their location at low latitudes. Several studies, 

including that of Zhao & Moore (2007) showed that the decline in rainfall over West 

Africa during the second half of the twentieth century is associated with a lower Hadley 

ascending branch and a Walker descending branch more intense. 

 

Figure 2.2 Zonal global circulation type Walker (source: Caminade, 2006) 
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2.2. West African Sahel Rainfall 

2.2.1 Rainfall mechanism 

Soil-atmosphere-ocean interaction is the foundation of the West African Sahel 

climate mechanism (Lafore et al., 2010). These relationships influence the dynamics of 

the regional ITCZ. The ITCZ is defined simply as the zone where two masses of air meet: 

a wet wind from the Atlantic Ocean to the south and a hot dry wind from the Sahara 

desert to the north (Ramel, 2005). The high pressure of the Hadley cell and the depressed 

areas determine the dynamics of the two winds in the zone. The areas of high pressure, or 

anticyclones, are located within 30° north and 30° south (Figure 2.3). In this region, the 

wind dynamic is characterized by buoyancy from the Sainte-Helene anticyclone to the 

south, and the Sahara anticyclone to the north. With respect to the circulation of these two 

air masses, they move in the lower atmospheric layers (less than 3 km altitude) and are 

known as trade winds. 

 

Figure 2.3 Conceptual scheme of the West African climate mechanism (adapted from 

Peyrillé, 2006) 
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The southern trade winds crossing the ocean and the forest areas are full with water 

vapor, and are known as monsoon, while trade winds from the north through the desert 

area, are called the Harmatan (warm and dry wind) (Figure 2.3). The temperature contrast 

between the continent and the Atlantic Ocean has significant impact on the force of the 

southern trade winds (Fontaine & Bigot, 1993; Weldeab et al., 2007), and the ITCZ 

delineates the northern limit of the monsoon front in the continent (Figure 2.3). Also, 

Gaye (2002) indicates that the ITCZ is the area of minimum pressure at ground level. 

From June to September, circulation in the mid to upper atmospheric layers is 

largely dominated by two large air currents: the African Easterly Jet (AEJ) at 3 to 6 km 

elevation, and the Tropical Easterly Jet (TEJ) at 12 to 15 km elevation (Gaye, 2002; Gu 

& Adler, 2004; Parker et al., 2005). It was determined that these two air currents (Figure 

2.1) have a significant impact on the monsoon rainfall, and they act separately in different 

directions. A strong AEJ and a weak TEJ result in a rainy season with low rainfall, while 

the rainy seasons from a low AEJ and high TEJ are characterized by heavy rainfall (Mahé 

& Citeau, 1993). However, Grist & Nicholson (2001) pointed out that the strength of the 

AEJ alone is not enough to generate seasonal precipitation; the latitudinal position of the 

AEJ further north also plays an important role and leads to high rainfall.  

Thus, depending on the intensity of the trade winds, such as a decrease in pressure of one 

of the anticyclones due to the sun position, the ITCZ moves from south to north (Figure 

2.3) from February to August, and reaches its most northerly position at approximately 

20° north. It then moves from north to south from September to January, and reaches its 

most southerly position at about 5° north (Penide, 2010). This movement of the ITCZ 

governs the repetition of dry and rainy seasons in West Africa, with dry seasons in areas 

located at north front of the two winds as shown in Figure 2.4. 
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Figure 2.4 West African monsoon cycle (Adapted from CEDEAO & CSAO/OCDE, 

2008) 
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The West African Sahel climate is mainly dominated by these two seasons 

(Figure 2.4), with the rainy season from April to October and the dry season from 

November to March (Sivakumar, 1988; Sultan & Janicot, 2003). The start of the rainy 

season is characterized by a rapid change in the quasi-stationary position of the ITCZ, 

from about 5° north in May and June to a second quasi-stationary position around 10° 

north in July and August (Sultan & Janicot, 2000).  

Continental precipitation from the monsoon flux occurs in the form of rain or storm 

events which, on average, last less than 12 hours (LeBarbé & Lebel, 1997). These events 

may impact only a very limited area in the case of local convection, but with respect to 

organized convection or grain lines, they can cover a wide range. According to Gaye 

(2002), the grain lines generally move from east to west with very intense rainfall. Thus, 

the main element governing the atmospheric circulation over this region is the WAM, 

characterized by the opposite seasonal winds as described. It is clear that Sahelian rainfall 

pattern is season dependent, and directly related to the WAM.   

2.2.2 Seasonal cycle and variability 

The major element of the atmospheric circulation over West African is the 

monsoon circulation which is characterized by a seasonal reversal of winds. 

The word monsoon originates from an Arabic word pronounced as "mawssim" 

which simply means "season". In a general context, the monsoon is a seasonal reversal of 

winds direction, and on a global scale, the monsoon concerns the regions between 30° W-

170° E / 25° S-35° N (Ramage, 1971). 

According to the prevailing wind directions, the year can be divided into 4 periods: 

- Boreal Winter corresponding to the northern regions during the period of the 

North-East trade winds; 

- The northern summer that corresponds to the South-West monsoon; 

- Spring and Boreal Autumn correspond to transitions between the two previous 

types of circulation. 

Indeed, it is in boreal winter, especially in January, that the ITCZ is in its 

southernmost position: around 2° N in West Africa. Considering the atmospheric 

circulation area, this region is influenced by the North-East trade winds produced by 



 

  33 

thermal anticyclones from Libya. The energy content lower than 335 kJ / kg over 

northern parts of the region illustrates drought and stability of air masses associated with 

these flows from North-East. On the West African coast, several energy gradients are 

observable, and they reveal the clash of two very different air masses: the flow of 

Harmatan, dry and warm; and the South-East flow (from the Saint Helena anticyclone) 

warmer and very humid after going over the tropical Atlantic. 

At a geopotential height of 200hPa, the circulation is dominated by westerly 

subtropical jets and zonal winds induced by temperature gradients between low and mid 

latitudes. These jets reach their maximum intensity during hemispheric winter. 

Regarding the SSTs from the Atlantic and Indian basins, they are characterized during 

such period by maximum values at the position of the ITCZ. The Indian Ocean is 

however generally warmer and has more energy. In the northwest basin isotherms are 

oriented southwest / northeast either parallel to the northeast monsoon flow (Philippon, 

2002). 

From February and throughout the boreal spring, the ITCZ makes a slow recovery 

and jerkily towards the northern hemisphere. On the West African region, the increase in 

accruals on Guinea from April is not accompanied by a noticeable increase in isohyets 

towards the north. The evolution of SST is characterized for the two basins by a 

maximum thermal expansion and movement of these maxima towards the north to the 

Indian Ocean. But the most important change between winter and spring in northern 

ocean concerns the currents. 

The northern summer corresponds to the rainy season on the northern areas 7° N 

(Sahel), while the Guinean zone and the south equatorial area experiencing small and 

large dry season respectively. This distribution is associated with the northerly position of 

the ITCZ: in July it is localized around 10° N in West Africa after a quick rising from 

latitude 5° N by the end of June (Sultan & Janicot 2000). 

As for the transitional period of boreal autumn, it is the period of withdrawal of the ITCZ 

to the south. The ITCZ in October recovered a position comparable to that of April: 

around 5° N in West Africa. This is followed by a widespread and sharp decrease in 

rainfall over the Sahel and increased accruals on the lower Guinean coast. At the 

atmospheric circulation area, this decline is accompanied by a withdrawal of the 
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southwest flux. From the perspective of SST, the northern autumn marks a return to 

warmer waters in the Gulf of Guinea and along the coast (Knox, 1987; Hastenrath et al., 

1993). 

2.3. Main Drivers of Sahel Rainfall 

2.3.1 Teleconnections between Sahel Rainfall and oceanic basins 

Sahelian rainfall process has been studied several years in order to understand all 

the mechanism behind each part of its process. This mobilizes many laboratories both from 

Europe and Africa and other research centers during these two decades to build a 

consortium called AMMA (African Monsoon Multidisciplinary Analyses) which could 

help the scientific community to have a good and deep understanding of the WAM and the 

rainfall process. 

Although, the WAM‘s dynamic is better understood nowadays, the main challenge 

with regards to its variability and predictability comes from its varying teleconnections. A 

teleconnection is the linkage of climate variables between two different areas, which may 

be close or far to each other (Kwon et al., 2009; Liu & Alexander 2007). Teleconnections 

between Sahelian rainfall and the oceanic basins have changed quickly much since the 

60‘s: the tropical Atlantic had the strongest influence during the years 60–70, then the 

equatorial Pacific (El Nino Southern Oscillation) during the 80–90‘s, and the 

Mediterranean now (Gaetani & Fontaine, 2013; Jung et al., 2006; Camberlin et al., 2001; 

Rowell, 2001; Chase et al., 2014, Fontaine et al., 2011). 

In West Africa, the rainfall pattern is firmly related to the seasonal movement of 

the ITCZ and, consequently, to the development of the WAM circulation (Olivry, 1993). 

Rainfall in the region presents extremely intermittent characteristics, particularly in 

Sahelian zone where it is often associated with convective systems (Janicot, 1992). These 

convective systems interact with the AEJ and the equatorial Rossby waves that modulate 

the oceanic water flux on the continent. Lambergeon (1977) showed the inhibitory 

influence of the Azores anticyclone and Sainte-Helene on precipitation in the Sahelian 

region, and the reinforced effect of their coupling. He concluded that when the 
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anticyclone of the Azores is high and that of Sainte-Helene low, there is an increased 

deficit of rainfall in the Sahel; he also indicated that the converse is true as well.  

Mahé & Citeau (1993) also proved that westward movement of the anticyclone 

Sainte-Helene in July to August weakens the monsoon circulation over the West African 

Sahel. This occurs when there is a dipolar structure of sea surface temperature (SST); that 

is, warmer at the South Atlantic and the equator, and colder in the North Atlantic. On the 

other hand, the impact of this dipolar structure on the sea surface pressure can also lead to 

the same phenomenon of lower values at the South Atlantic and the equator, and higher 

values at North Atlantic (Janicot & Fontaine, 1993). These configurations follow the 

position of the ITCZ, which tends more southerly than the normal in the eastern Atlantic.  

The SST is also a key factor in the variability of the WAM and consequently the 

Sahelian precipitation during the late 20
th

 century, as shown in several studies (Garcia-

Serrano et al., 2013; Gaetani & Mohino, 2013; Mohino et al., 2011; Solomon et al., 

2011; Folland et al., 1986; Rowell et al., 1995). Similarly, the tropical Atlantic Ocean is 

considered as the principal source of moisture for West Africa. Its impact on the WAM 

system was known since the 1970s. This prompted Lamb (1978) to associate the Sahelian 

rainfall deficit to colder SST in the north tropical Atlantic and to warmer SST in the south 

and at equator, which promotes a southernmost ITCZ than the normal. These results were 

confirmed and then extended over longer time scales by many studies, including 

Hastenrath (1984, 1990), Druyan (1991), Lamb & Peppler (1991) and Janicot (1992). 

However, for Janicot et al. (1996), the relationship between Sahelian rainfall and Atlantic 

SSTs substantially decreased to a point to be statistically not significant during the dry 

period (i.e. post 1970). This teleconnection changed from Atlantic SST to the SST over 

eastern and center Equatorial Pacific, in agreement with the work of Moron (1994). 

On a regional scale, Vizy & Cook (2001, 2002) used an atmospheric GCM to 

show the sensitivity of West African precipitation to SST anomalies from the Guinea 

gulf. They linked positive SST anomalies to high evaporation in the Guinea gulf advected 

toward the Guinean coast. On the other hand, despite the distance between the African 

continent and the Pacific Ocean, there has been a significant statistical relationship 

between the SST of the eastern equatorial Pacific and the West African rainfall over the 

past 35 years (Janicot, 1997).  
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A rainy season with below average rainfall in West Africa (i.e. less rainfall) is 

generally associated with a warm period of El Niño-Southern Oscillation (ENSO). 

Janicot et al. (1998) explained this relationship by a strengthening of the Walker 

circulation and a weakening of both the monsoon and the southern cell of the Hadley 

circulation. This state leads to an increase in trade winds over the northern tropical 

Atlantic, and a reduction of water vapor in West Africa. 

Clarke & Lebedev (1996) also argued that the warm El Niño event of the 1990s 

would have a greater impact than the same event at the beginning of the 1940s or 1970s. 

Janicot et al. (1996, 2001) also showed that teleconnections between the ENSO and 

Sahelian precipitation are not stationary. There are periods when the teleconnections are 

strong, and other periods when they are weak, and dominated by another type of forcing. 

Their work highlighted the uncertainty between studies showing no significant signal of 

ENSO on Sahelian precipitation (Ropelewski & Halpert, 1987, 1989; Nicholson & Kim, 

1997) and those that clearly pointed to the importance of ENSO forcing on the 

interannual fluctuations of WAM (Folland et al., 1986; Hastenrath et al., 1984; Ward, 

1992; Palmer et al., 1992). Shaman & Tziperman (2011) found that the interannual 

rainfall variability over the Mediterranean region is related to ENSO variability in the 

eastern Pacific via an eastward-propagating atmospheric stationary barotropic Rossby-

wave train. Moreover, Lopez-Parages et al. (2012) explained how the teleconnection with 

the ENSO appears modulated by multidecadal oscillations of the SST over the Atlantic 

and Pacific basins. 

Rowell et al. (1995) also showed a significant correlation between the equatorial 

Pacific SSTs and Sahelian precipitation on an interannual scale, for periods less than 

eleven years. Ward (1992) noticed that this correlation was even higher during years of 

cumulative rainfall deficit in West Africa. The work of Trzaska et al. (1996) on the 

effects of the Indian Ocean on Sahelian rainfall helped highlight a mode of extratropical 

SST, representing a multi-decadal trend that describes a net reverse (i.e. hot at the south 

and cold at north) of anomalies from the 1970s.  Using filtering, Giannini et al. (2003) 

categorized Sahelian precipitation time series as high or low frequency, then applied a 

multi-decadal scale to associate the rainfall deficit in the Sahel with warm SSTs in the 

southern hemisphere Atlantic, and particularly in the Indian Ocean. In a similar study, 
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based on different atmospheric GCMs forced and fixed by observed positive monthly 

SST anomalies from 1950 to 1990, Hoerling et al. (2006) analyzed the role of the Indian 

Ocean on Sahelian drought. They noted that during the monsoon seasons (JAS) of 1950 

to 1955, an increase in precipitation in the central and eastern Sahel between 15° and 

20°N occurred simultaneously with a reduction in the western Sahel and central Africa. 

Hastenrath & Wolter (1992) explained the rainfall deficit in these regions was due to 

warming of the Indian Ocean, while Bader & Latif (2003) regarded it as a direct response 

to the Indian Ocean anomaly. 

In addition to the three major oceans, the Mediterranean Sea also appears to 

impact the WAM system. Raicich et al. (2003) and Rowell (2003) brought the 

Mediterranean Sea into the discussion, due to its possible interactions with the WAM. 

Rowell (2003) found that the influence of temperature anomalies from the Mediterranean 

on the Sahel (for 1947-1996) is of similar magnitude with that in the Pacific. From 

numerical simulations, he showed that a warm Mediterranean sea promotes excess 

rainfall in the Sahel. Gaetani et al. (2010) and Polo et al. (2011) recently highlighted a 

teleconnection with the Mediterranean Sea. Additionally, Gaetani et al. (2010) pointed 

out that a positive precipitation response to warmer than average conditions in the 

Mediterranean Sea is found in the Sudano-Sahelian belt in August to September. 

2.3.2 Other Drivers of Sahel Rainfall 

The scientific community seems to have reached consensus that the decadal 

variability of the West African climate is driven by variations in ocean surface 

temperatures. However, there are several other factors in play that could affect rainfall 

patterns, such as surface wind fields and altitude. For example, continental surface 

processes were shown to modulate or enhance ocean-climate signals (Zeng et al., 1999). 

These processes often take place at regional levels gradually (i.e. day by day) due to 

atmospheric conditions. They can also occur at local levels of surface moisture and 

topography. Much further study is needed for West Africa in order to determine the 

degree of heterogeneity in surface properties (Ramel, 2005).  

Regarding the role of the land surface on the Sahelian rainfall variability, Webster 

et al. (1998) indicated that the use of moist static energy (MSE) (its three components: 
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sensitive, latent and potential) could improve the precipitation forecasts in the Sahel. 

They argued that the variation in temperature between the ocean and the continent is 

responsible for the monsoon circulation, and that the circulation is even better when the 

moisture gradient is considered. Eltahir (1996), Philippon & Fontaine (2002), and Hall & 

Peyrillé (2006) highlighted the role of these gradients on the dynamics of WAM and the 

Sahelian rainfall variability, particularly at lower atmospheric layers. They explained that 

monsoon development would correspond to a dynamic response of the atmosphere to 

energy contrasts. Peyrillé (2006) emphasized the importance of MSE and the impact of 

these gradients at two different levels: the local level where the MSE vertical gradient 

affects the rainy systems, and the regional level where the MSE horizontal gradient 

affects the intensity of WAM circulation. According to Eltahir (1996), the distribution of 

vegetation and soil moisture on the continent is reflected by the MSE horizontal gradient 

effects. Zheng & Eltahir (1998) found that a change in vegetation (e.g., deforestation) on 

the Guinean coast has a direct substantial impact on atmospheric dynamics associated 

with the monsoon circulation through the MSE gradients. Thus, some authors, such as 

Wang & Eltahir (2000) suggested the inclusion of vegetation dynamics in the modelling 

exercises as it constitutes an important process for simulating Sahelian rainfall variability. 

In addition, while testing the impact of vegetation in rainfall variability simulation, Zeng 

et al. (1999) found that the decadal variability, which is the essential factor of Sahelian 

rainfall variability, is best reproduced when the interactive vegetation is added to the 

model. 

The role of soil moisture in West African rainfall events is also addressed in some 

studies (Philippon & Fontaine, 2002; Cook, 1999). These authors emphasized that a 

positive anomaly of soil moisture would strengthen the monsoon circulation through a 

modification of MSE gradients. It should be noted that their research was based on the 

theoretical work of Emanuel (1995). Douville et al. (2001) and Douville (2002; 2003) 

found that any reduction in soil moisture in ARPEGE is associated with low intensities of 

precipitations. Based on these results, they concluded that soil moisture contributes to the 

interannual variability of rainfall in the Sahel. 

Several studies have pointed out the effect of geopotential heights on forecasting 

Sahelian precipitation. Bouali (2009) showed that winds at 850hPa have less impact on 
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the monsoon flows over the continent, while those at 500hPa only partially describe the 

AEJ. However, in the reanalysis data the author found a strong gradient throughout West 

Africa, based on correlations between Sahelian rainfall and zonal wind component at 500 

hPa. Parker et al. (2005) confirmed this result, and suggested the assessment of the 

geopotential heights between 600 and 700hPa for high impacts on West African Sahelian 

rainfall. In addition, while analyzing the correlation between the Sahelian rainfall index 

and zonal wind reanalysis at 200hPa, Bouali (2009) found significant negative values for 

West Africa and the Atlantic Ocean. 

2.4. Synthesis and partial conclusion 

The atmospheric circulation over West Africa is mainly governed by the monsoon 

described by a seasonal reversal of winds. The WAM is in turn the key factor for 

precipitation occurrence over the Sahel. The rainfall pattern is firmly related to the 

seasonal movement of the ITCZ and, consequently, to the development of the WAM 

circulation. There are different climate factors influencing the Sahelian rainfall known as 

teleconnections. Unfortunately, these teleconnections changed over time as illustrated by 

the change of oceanic basins impacting on Sahelian rainfall from the 60‘s; 80‘s and 90‘s.  

It therefore appears that the climate in West Africa (predominantly in the Sahel) is 

determined by interactions between global processes (e.g. sea surface temperatures) and 

regional processes (e.g. physiographic characteristic). The use of parameters related to 

these processes in seasonal rainfall forecasting models could generate more skillful 

forecasts for the Sahel. 
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Chapter 3. Background and theory on seasonal 
forecasting and hydrological 
modelling 

This chapter gives a thorough background and review on all modelling aspects 

involved in the thesis. This helps to understand better the theory behind each concept. It 

gives details on the three different and complementary approaches used by the scientific 

community for seasonal forecasting. The different statistical techniques for seasonal 

forecasting are fully presented including both their advantages and weaknesses. The 

change point detection concept is explained and the promising works are entirely 

reviewed. The different steps in hydrological modelling are also presented with a 

particular focus on calibration and validation steps. The methods used to evaluate the 

performance of forecast models are described and their limits are depicted. Temporal 

disaggregation with its different approaches is presented. The theory on seasonal flood 

forecasting and the assessment of probabilities for flood protection dykes to be 

overtopped are presented. 

3.1. Seasonal Forecasting 

According to Udall & Hoerling (2005), seasonal forecasting prediction is what the 

climate will be over the next few months. It is currently the best means of addressing 

climate issues, and is also considered most efficient approach to drought mitigation 

(Hayes et al., 2005). Its main objective is to predict the evolution of the climate system 

on time scales of months to seasons, at lead times beyond the limit of predictability of the 

instantaneous state of the atmosphere (Zwiers & Von Storch, 2004). Indeed, METEO 

France defines seasonal forecasting as a probabilistic estimate of precipitation on a 

spatio-temporal scale of the season. Hence, it generally consists of searching for 

statistical relationships between indicators of the rainy season and parameters 

characterizing the state of the atmosphere, including oceans. Regardless of the approach, 
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the predictive skill is usually derived from teleconnections between the atmosphere and 

slowly varying boundary conditions, such as sea surface temperatures (Quan et al., 2006) 

or soil moisture (Douville, 2003). Due to the long lead times and averaging of time scales 

involved in seasonal climate prediction, the number of observation samples available for 

training statistical models is usually short (George & Sutton, 2006). 

Seasonal forecasting encompasses several benefits. For instance it helps decision-makers 

and stakeholders in various sectors, such as, water resources management, agricultural, 

risk management and disaster mitigation. Garric et al. (2002) indicated the importance of 

seasonal rainfall forecasting for northern Africa. 

3.1.1 Seasonal rainfall forecasting 

Over last few decades, climatic fluctuations in the West African Sahelian 

countries have increased interest in rainfall forecasting; due to the impacts of climate 

change / variability that frequently lead to severe disasters which endanger populations. 

These effects are not only due to the low annual rainfall in the monsoon season (Ali et al., 

2004), but also to the strong interannual and decadal variability of the monsoons (Sultan 

& Janicot 2004; Janicot et al., 2001). The consequences have a strong impact on rural 

development sectors, such as water resources, agriculture and health.   

Diverse research in hydrological forecasting conducted by international weather 

centers (e.g. France, England, United States of America), has underscored the potential of 

seasonal precipitation forecasting in West Africa through the statistical relationship 

between oceanic basins and observed rainfall. Subsequently, some numerical and 

statistical forecasting models were developed to predict seasonal rainfall and stream flow 

of large rivers in the region.  

This substantial interest in seasonal forecasting (Palmer & Anderson, 1994) has 

prompted the establishment of several models. Three different and complementary 

approaches are currently used (Hastenrath, 1995):  the dynamical approach (based only 

on numerical models), the statistical approach (based only on statistics), and the hybrid 

statistical-dynamical approach (a combination of numerical models and statistics).  
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a) Dynamical Approach 

The dynamical (or numerical) approach is based on equations of the physics and 

dynamics that describe the climate system (Kumar et al., 1996; Brankovic & Palmer, 

1997; Palmer et al., 2000; 2004). This approach is most appropriate when time 

referencing is essential (e.g. the optimization of reservoir management rules). Unlike 

statistical methods, the numerical approach provides results in the form of time series, 

and is based on models representing the water cycle at various levels. There are a variety 

of numerical models, most of which are based on precipitation and temperature series. 

The latter is the common characteristic that forces modellers‘ choices, and it can improve 

comparing different model. The first numerical forecast was introduced in 1922 by 

Britain‘s Lewis Fry Richardson, who attempted to numerically solve the forecasting 

equations of atmospheric behaviour developed by Vilhelm Bjerkness in 1904. 

Richardson‘s initial approach was progressively improved upon over the years, most 

notably in the 1970s with the development of the Global Climate Model (GCM), as well 

as coupled ocean-atmosphere GCMs and Regional Climate Models (RCMs). Much of the 

later numerical approach improvement is undoubtedly related to the progress in 

computing system tools (Coiffer, 2000), as well as consideration of the physical, 

atmospheric and oceanic phenomena, which helped focus on the interactions between the 

components of the system ocean-atmosphere. This approach is based on boxes, and the 

atmosphere is schematically divided into a horizontal grid with different vertical heights. 

Each box is described by certain parameters, such as wind, humidity, pressure and 

temperature.  

Although the systematic improvement of forecasting scores using numerical 

models was presented in several studies (Kharin & Zwiers, 2002; Krishnamurti et al., 

2000; Palmer et al., 2004), other studies showed that the advantages for seasonal 

forecasting were marginal compared to the best model (Doblas-Reyes et al., 2000; 

Graham et al., 2000; Peng et al., 2002). Some of these studies showed that a multi-model 

approach that assigns different weights to each model (known as super-ensemble) has 

better performance than an approach based on only one forecasting model, or on a simple 

average of several forecasting models (Krishnamurti et al., 2000; Pavan & Doblas-Reyes, 

2000; Yun et al., 2003). However, several recent works have found that a super-ensemble 
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does not do better than a simple average approach when the period of the study is short 

(Kharin & Zwiers, 2002; Peng et al., 2002). 

b) Statistical Approach 

The statistical approach is mainly based on the two characteristics of period of 

forecast and event occurrence. Thus, it can be defined as a technique to establish a direct 

relationship between the state of the atmosphere or ocean at the moment of the forecast 

and during event occurrences (e.g., precipitation), within the range of few weeks or 

months. The existence of sufficiently strong and robust physical links between certain 

variables is regarded as a source of foreseeability, and the basis of the statistical forecast. 

Predictions based purely on the statistical approach contribute considerably to the 

discovery of relationships between precipitation and other climate variables (Schepen et 

al., 2012; Lopez-Bustins et al., 2008). Several statistical methods and tests were proposed 

in the literature (Ibrahim et al., 2014; Sittichok et al., 2014; Bouali, 2009; Biasutti et al., 

2008; Hayes et al., 2005, Philippon 2002; Fontaine et al., 1999; Vautard et al., 1996; 

Barnston, 1994), and they become quite popular due to their ease of development and the 

limitations of the dynamical models. Philippon (2002) showed the importance of using 

statistical methods when searching for a relationship between seasonal precipitation and 

atmospheric variables. Establishing this relationship was based on statistical methods 

used individually and in combination.  

However, it is important to check that the statistical relationships are simulating 

real physical processes of the climate system, which is obvious when dealing with 

atmospheric predictors. Statistical models require less computing resources than 

numerical models, and they can often make distinct contributions when the predictors 

associated with the target region (e.g. watershed) are clearly established. In many 

circumstances, statistical seasonal forecasting models deliver comparable or higher 

forecasting skills than numerical models (Fontaine et al., 1999). Due to the difficulty 

numerical models have dealing with the complexity of natural systems, statistical models 

are still highly used to foresee the future. 

Statistical forecasting models are based on different types of statistical methods, 

linear and non-linear; which of these is best depends on the constraints of the study. In 

West Africa, linear methods are mostly used for seasonal forecast studies, and non-linear 
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statistical methods are rarely used to forecast Sahelian rainfall. Despite being of little use 

in modelling, these methods can improve seasonal forecasting skills compared to some 

other methods. According to French et al. (1992), rainfall is one of the most complex and 

difficult elements of the hydrology cycle to understand and model, due to the great 

variation from one scale to another in both space and time. Quantitative rainfall 

forecasting became extremely difficult because of the complexity of the atmospheric 

processes, particularly the WAM mechanisms that generate rainfall. Many advances have 

been made in weather forecasting in recent decades, but accurate rainfall forecasting still 

remains one of the biggest challenges in operational hydrology (Gwangseob & Ana, 

2001). This is due to the fact that all atmospheric relationships are not linear, though they 

have been assumed to be in several cases (e.g. the relationship between rainfall and 

streamflow). This was confirmed in an investigation by the UK Met Office Hadley 

Centre (2010), which found that the rainfall variability in the Sahel is the result of 

complex interactions between several processes. Thus, no one aspect seems to be able to 

explain Sahelian rainfall variability. 

Non-linear methods are rarely applied in climate forecasting compared to linear 

methods, due to the former‘s implementation difficulties related to their programming 

languages and interpretation. Nevertheless, non-linear methods can improve the 

predictability of weather forecasting skills, since most climatic phenomena do not occur 

linearly. The main differences between linear and non-linear methods follow. 

Mathematically based, a function F is said to be non-linear if and only if it obeys 

Equation (3.1), which expresses that the response of the function is non-additive. 

 (          )     (  )      (  )    (3.1) 

Non-linearity is fundamentally a characteristic of the physical climate system. A 

well-known example is the set of non-linear differential equations that govern the flow of 

the atmosphere and oceans. 

Given the mathematical definition of non-linearity, a further distinction is made 

between non-linear statistical models that are linear in terms of the parameters to be 

estimated, and those that are non-linear based on these parameters. In the former case, the 

functional relationship described by the statistical model is non-linear (i.e. its response is 

non-additive), but derivatives from the function with respect to its parameters that do not 
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contain such parameters. In this case, the non-linear relationship can be made linear by 

applying a suitable transformation to the predictor (and/or predictand) variables. For 

example, the function in Equation (3.2) is non-linear by the same logic as in Equation 

(3.1), but linear in terms of the parameter a. 

 ( )             (3.2) 

The response can be made linear by taking the natural logarithm of X. However, 

the function (see Equation (3.3)) is non-linear with respect to both the meaning of 

Equation (3.1) and the parameter a. 

 ( )   
(     )⁄        (3.3) 

c) Hybrid statistical-Numerical Approach 

The hybrid statistical-numerical approach, also known as model output statistics 

(MOS), is a mixed method based on the principle of applying statistical techniques on the 

output of numerical models for further analysis (Wilks, 2006; Garric et al., 2002). 

According to Hastenrath et al. (1995), the application of MOS involves five steps (see 

Figure 3.1) as summarized below: 

- Conducting a thorough diagnosis of the numerical model output, in order to 

understand the different interactions in the model in relation to the variable to be 

forecasted ; 

- Testing and selecting the potential predictors ; 

- Applying statistics to determine the relationship between the predictand and the 

selected potential predictors. This model can be set to use n couples of predictand-

predictor values ; 

- Predicting the observed value for a given year i, using data of that year that were 

not used during the model development phase ; 

- Comparing the simulated data to the observed values, thereby validating the 

model‘s performance. 
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Figure 3.1 The steps of a statistical-numerical approach (adapted from Hastenrath et al., 

1995) 

3.1.2 Seasonal Streamflow forecasting 

There are two main approaches used in forecasting streamflow on a watershed: 

direct method and indirect method. The first approach consists to use some relationships 

(usually empirical) between streamflow at a given date and observed predictors at a 

period prior to that date. While, in the second method, the rainfall is first predicted using 

predictors and then fed into a rainfall-runoff model to get streamflow.  

In the first approach, statistical methods based on empirical relationships between 

historical streamflows (predictand) and hydrological or climate variables (predictor) are 

used. Most research in the Sahel focused on empirical relationships used between 

climatic and oceanic variables with rainfall. Therefore, several studies were carried out to 

find the appropriate statistical techniques and the best predictors to forecast streamflows 

for specific regions (Abudu et al. 2010; Kwon et al. 2009; Piechota et al. 1998). This first 

method is rarely found especially in the case of Sahelian streamflow forecast studies, as 

majority of studies in the literature used the second approach (i.e., indirect method). 

Nevertheless, it is assumed in the existing few studies that streamflow is linked to 

predictors by a multiple linear regression with parameters that are independent of time 

and of predictor magnitude, though this fact is not really established.  

Regarding the indirect method, statistical methods (Sittichok et al., 2014; Garric 

et al. 2002; Barnston et al. 1996; Folland et al. 1991) or climate models (Thiaw & Mo 

2005; Folland et al. 1991) are first used to forecast rainfall before using a runoff-rainfall 

model. However, it is noted that biases are usually introduced by climate models. But 

such biases are corrected using model output statistics techniques (Amadou et al. 2014; 

Ndiaye et al. 2011; Bouali 2009). In order to forecast seasonal streamflow, the predicted 

rainfall is used to run the rainfall-runoff model (Tuteja et al. 2011; Yossef et al. 2013; 

Ndiaye et al. 2009). This approach has several advantages as it is a more realistic 
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simulation of streamflow since physical interactions between land, climate and river 

characteristics in the watershed are accounted for. Some authors (Wang et al. 2011; 

Yossef et al. 2013) show that rainfall-runoff models can produce consistent streamflow 

once they are forced with accurate rainfall forecast and properly initialized using 

antecedent hydrological variables before the forecast issued. One more advantage is that, 

rainfall-runoff models are less sensitive to outliers in the input data compared to 

statistical models (i.e., direct method). Nevertheless, the beneficial use of flow 

simulations apparently depends on the reliability of outputs and the lagged-time (in 

advance) flow that can be modeled. However, it should be noted that the number of 

studies dealing with seasonal streamflow forecasting is far less than those dealing with 

seasonal rainfall forecasting despite the great needs in this Sahelian region to have a prior 

knowledge of the quantity of runoff in order to plan social and economic activities 

against adverse effects. 

3.1.3 Seasonal flood forecasting 

It is obvious that West Africa has been experiencing more intense flooding over 

these years. Even with flood management strategies in place, these events still continue 

occurring. Various factors contribute to this, including the management of urban 

environments, the consequences of poverty, and the sensitivity to natural disasters 

(Awotwi et al., 2015). It is now essential to assess and upgrade the capacities of 

stakeholders to manage and adapt to such circumstances. Strategies have been 

implemented to address the impacts on populations and cities, but they need more 

evaluation and tailoring before they can strengthen adaptation capacities enough to cope 

with the challenges, today and in the future. Some of these measures are simply not 

realistic, as they lack thorough preliminary study and do not take into account the 

characteristics of the area considered (e.g. land use, agricultural practices, soil science). 

Seasonal flood forecast model usually are based on a hydrological model that 

predict the water level (Laganier et al., 2004) and sometimes the extent of the area to be 

flooded. Such kind of forecast is limited as it cannot provide in advance information 

about impending flood to the stakeholders to alert the population in order to reduce the 

probable losses (O‘Connor, 2006; Perrin et al., 2001). Thus, a good seasonal flood 
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forecasting should involve a hydro-dynamical model that help to simulate the water 

movements (currents, waves, turbulence, etc.) compared to a simple hydrological which 

is limited. Additionally, a good seasonal flood forecast should be based on probabilistic 

forecast over years (seasons) that could further help to enhance the flood warning system 

(Gado Djibo et al., 2015a). This enhancement could give rise to an estimation of the 

changes and effect on the seasonal flood pattern or a cost/benefit estimation of the 

seasonal flood (Ngoran et al., 2015) using a probabilistic approach to aassess the 

overtopping of flood protection dykes (Asselman et al., 2009).  

3.2. Statistical tools for seasonal forecasting 

The following paragraphs present a quick review of some statistical methods used 

for seasonal forecasting. 

3.2.1 Principal Component Analysis 

Principal component analysis (PCA) is being used increasingly in climate 

forecasting models, particularly seasonal rainfall (Sittichok et al., 2014; Ruiz et al., 2005; 

Bader et al., 2006; Bouali, 2009). Bouali (2009) used PCA to define the mode of Sahelian 

precipitation in GCMs, and to extract coherent modes of spatial and temporal variability 

from the fields of precipitation simulated by digital models in West Africa. PCA was also 

used to reduce dimensions or prevent collinearity at the level of the precipitation series, 

and to reduce the noise by choosing the first components to rebuild the precipitation 

series. The principle of PCA is to replace n correlated variables by new variables known 

as principal components (PC). PCs are uncorrelated linear combinations of maximum 

variance of the initial variables (Saporta, 2006). However, the procedure of variance 

maximization can create artificial components that do not represent true spatial and 

temporal structures, so in some cases a rotation of the factorial axes is required. This 

consists of redistributing the information in the first k components between new k 

components. The PCs from the PCA with rotation make it possible to better individualize 

and stabilize the space structures (Bouali, et al., 2008). 

While searching for a relationship between the rough indices of rainfall anomalies 

and the natural mean flow of the Senegal River, PCA was conducted on the indices of the 
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anomalies at the level of each zone of the ARPEGE model (Bader et al., 2006). This 

allowed expression of a major segment of the information in the set of indexes of the 

zone, starting from a number of independent variables (Eigen vectors). Ruiz et al. (2005) 

also applied PCA to extract the dominant major modes from ocean surface temperatures 

while attempting to integrate El Nino into a statistical forecast analysis. 

3.2.2 Non-linear Principal Component Analysis 

The chaotic evolution of weather, with its rapid and increasing differences 

between similar states, makes climate forecasting complicated because of the many non-

linear processes. Identifying these non-linear aspects has become crucial for weather 

forecasters. Thus, the non-linear principal component analysis (NLPCA) algorithm 

developed by Scholz et al. (2007) is improved and tested to forecast seasonal rainfall. 

Depending on the extensions used, NLPCA can be of different types, including 

hierarchical NLPCA, inverse NLPCA and circular NLPCA, all of which can be used 

individually or in combination. The hierarchical NLPCA forces the non-linear 

components to have the same hierarchical order as the linear components of a standard 

PCA. This hierarchical condition produces individual components of high significance. 

Inverse NLPCA considers non-linear PCA as an inverse problem with only the assumed 

data generation process being modeled, which provides the advantage that more complex 

curves can be identified. This makes NLPCA more useful for filling missing data in 

incomplete datasets. Circular NLPCA helps non-linear PCA extract circular components 

which describe a closed curve, instead of the standard curve with an open interval. 

Circular NLPCA is very useful for analyzing data from cyclic or oscillatory phenomena. 

NLPCA is considered to be a non-linear generalization of a standard linear PCA 

(Jolliffe, 1986; Diamantaras & Kung, 1996), with the principal components generalized 

from straight lines to curves. NLPCA is set using an auto-associative neural network 

(Kirby & Miranda, 1996; Kramer, 1991; Malthouse, 1998; DeMers & Cottrell, 1993; 

Hecht-Nielsen, 1995). With an auto-associative style, this network can be a replicator 

network, a bottleneck or sand glass type network or an autoencoder network. The auto-

associative neural network (multilayer perceptron) helps match the output and input of a 

network, but there is a middle layer that acts as a bottleneck and imposes a reduction in 
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data dimension. This bottleneck-layer provides the anticipated component values (i.e. 

scores). 

NLPCA has been successfully applied in atmospheric and oceanic sciences 

(Hsieh, 2004; Monahan et al., 2003), though it is new to the field of weather forecasting. 

In extracting components, in either a linear or non-linear case, it is assumed that the data 

are determined by a number of factors; hence it can be considered as being generated by 

them. The data are located in a sub-space of the given data space, because the number of 

varied factors is often less than the number of observed variables. The aim of NLPCA is 

to represent these factors by components which, together, describe the sub-space, as 

shown in Figure 3.2. The figure illustrates three-dimensional samples that are located in a 

one-dimensional sub-space, and can thus be described by a single variable (the 

component) without loss of information. The transformation is given by two functions 

(Φextr and Φgen). The extraction function (Φextr) maps each three-dimensional sample 

vector (left) onto a one-dimensional component value (right). The inverse mapping is 

given by the generation function (Φgen), which transforms any scalar component value 

back to the original data space (Scholz et al., 2007). 

The NLPCA approach used in this study is summarized in the following steps: 

- first, the best predictors were selected based on their significant correlation with 

the  seasonal rainfall data series; 

- NLPCA was applied for dimensionality reduction, and to screen and search for 

the best principal components (PCs); both linear and non-linear; 

- stepwise regression was applied to select the best PCs with high predictive power; 

and, 

- linear regression was used to predict the seasonal rainfall. 

It should be noted that the number of PCs in the third step was fixed, and 

monitored to be the first three best. This limitation of the PCs is due to time, as the higher 

the number of PCs, the more processing time required.  
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Figure 3.2 Non-linear dimensionality reduction in NLPCA (source: Scholz et al., 2007) 

3.2.3 Multiple linear regression 

Multiple linear regression (MLR) is a mathematical method that helps explain a 

response variable y (predictand) and a series of explanatory variables Xi (predictors) by 

searching for a previous linear relationship between them.  

If at a given time there are several observations of the couple (y, Xi), the MLR model is 

given in Equation (3.4). 

      ∑        ( ) 
 
        (3.4) 

where yj is the j
th

 observation of the dependent variable, Xij is the j
th

 observation of the i
th 

independent variables, k and Ɛ(X)j are the number of explanatory variables and the residue 

of the observation respectively, j and bi are the coefficients of regression, and b0 is the 

coordinate at origin.  

When building an MLR model, it should have more observations than explanatory 

variables, and Ɛ(x)j is assumed to follow a normal distribution law. 

In this study, MLR is intended to predict seasonal rainfall/streamflow based on 

predictors as the last step of combined statistical methods; indeed, some works were 

largely based on MLR models. For example, Bouali (2009) applied MLR to choose 

methods based on indices to forecast rainy seasons in West Africa with hybrid models; 

Roquelaure (2007) applied an MLR model to predict visibility when dealing with local 

overall forecasts of fogs and clouds; and Mason & Mimmack (2001) used MLR to 

generate probabilistic forecasts and their performance compared to numerical models. 

MLR models were also developed for direct forecasting of seasonal precipitation (June to 
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September), and to choose predictors in ascending order (Korecha & Barnston, 2006). 

For improved flood forecasting for the Jhelum River in Pakistan, Archer & Fowler (2008) 

developed an MLR model using seasonal temperatures and precipitation as predictors. 

3.2.4 Stepwise Regression 

Stepwise regression (SR) is a statistical method to select predictors through 

defined steps. It is a screening technique (forward selection) that can address the problem 

of selecting the best set of predictors from a pool of potential predictors (Wilks, 2006). 

SR is an iterative method of choosing the most economical set of predictors that are 

effective in predicting the dependent variable (here, seasonal rainfall) on the basis of 

statistical criteria. Essentially, the technique determines which independent variable is the 

best predictor, which is second best, and so on. The emphasis is on finding the best 

predictor at each step.  

When the predictors are highly correlated with each other and the rainfall dataset, 

one variable is often listed as a predictor and the other is not listed. This does not mean 

that the latter variable is not a predictor, but that it adds nothing that the first predictor has 

not already deal with. Sometimes the best predictor is only marginally better than the 

second predictor, and minor variations in procedures (developed forecasting processes) 

could affect which of the two is chosen as the predictor. Thus, to find the best answer (i.e. 

best predictors) the SR process is repeated at all stages. In this study, the use of SR is 

justified by the large number of predictors (specifically, the number of PCs) that must be 

screened in order to achieve a pool of effective predictors according to their statistical 

contribution to determining the variance of seasonal rainfall, which enhances forecasting 

skills. The detailed principles of SR follow (Jolliffe & Stephenson, 2012). 

Suppose there are N potential predictors for a least-squares linear regression, and the 

forward selection process with the uninformative prediction equation is  ̂    ; that is, 

only the intercept term is ‗in the equation‘, and thus it is the sample mean of the 

predictand.  

Step1: 

In the first step, all N potential predictors are examined to determine the strength 

of their linear relationship to the seasonal precipitation (predictand). In effect, all possible 
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N simple linear regressions between the available predictors and seasonal precipitation 

are computed, and the predictor with the best linear regression among the candidate 

predictors is chosen as   . At this stage of the screening procedure the prediction 

equation is   ̂         . Note that typically the intercept    will no longer be the 

average of the   values. 

Step 2: 

In the second step, more trial regressions are constructed using all the remaining 

N–1 predictors. However, these regressions also contain the variable    , that is, for any 

   selected in step 1, the predictor variable yielding the best regression  ̂          

     is chosen as    . This new    will be recognized as the best because it produces the 

regression equation with (   ) predictors that includes the previously chosen   , with 

the highest R
2 

and the smallest mean square error. 

Step 3: 

Successive steps in the selection procedure follow the same pattern; at each step 

the predictor in the potential predictor pool not yet in the regression is chosen. This 

produces the best regression in conjunction with the (   )  predictors chosen in the 

previous steps.  

Generally with SR, when the regression equations are recomputed the regression 

coefficients for the intercept and the previously chosen predictors will change. The 

changes occur because the predictors are usually correlated to a greater or lesser degree, 

so information about the predictand is spread differently among the predictors as more 

are added to the equation (Wilks, 2006). 

3.2.5 Artificial Neural Network 

Artificial neural network (ANN) was derived from one of the first artificial neural 

models proposed in 1943 by Warren McCulloch and Walter Pitts. 

A neural network, as the name implies, can be defined as an ensemble of neurons 

in a network that enable output signals (outputs) of the neurons to become incoming 

signals (inputs) for other neurons. The general design of neural networks represents 

neurons in successive layers. The first layer of the network is the input layer; the last 

layer is the output layer, and the intermediate layers are the hidden layers. They are 



 

  54 

called hidden because their operation cannot be clearly analyzed from outside the 

network; only the input and output signals of the network are known. The neurons of the 

input layer only standardize and distribute the input signals, thus they cannot be 

considered as treating neurons (i.e. computing neurons). In this standardized architecture 

the neuron layers are completely interconnected; that is, the neurons in a layer are all 

connected to all neurons of the adjacent layers. This standardization helps achieve a 

correct representation of the network, which can be used for more general training 

algorithms. In summary, the components involved in processing the main information are 

inputs, weights, weighted averages of input data, transformation functions and outputs 

(see Figure 3.3). 

 

Figure 3.3 Neural network structure with two hidden layers 

ANNs are widely used in various research fields, particularly for hydrologic 

processes such as rainfall-runoff (Hsu et al., 1995; Shamseldin, 1997), streamflow 

(Zealand et al., 1999; Campolo & Soldati, 1999; Abrahart & See, 2000) and weather 

(Hall et al., 1999). Further work by Kumar et al. (1995) showed that this model can 

generate accurate forecasts of Indian summer monsoon rainfall. Goswami & Srividya 

(1996) developed a neural network-based forecasting system to predict monsoon rainfall 

from previous values of the rainfall series. 

French et al. (1992) conducted rainfall predictions using ANNs, despite some 

limitations in the type of ANN used. Abraham et al. (2001) applied a fuzzy neural 

  
           

 

   Input               First                      Second                    Output 

   layer                          hidden layer        hidden layer     layer 

O

U

T

P

U

T 

I

N

P

U

T

S 



 

  55 

network and conjugate gradient algorithm for rainfall prediction in the south Indian 

Peninsula, but the predicted rainfall deviated from the actual rainfall due to the delay in 

monsoon and ENSO, which were used as predictors. Manusthiparom et al. (2003) used 

sea surface temperature and historical rainfall as input data for a standard back-

propagation algorithm ANN to forecast rainfall one year in advance. While forecasting 

West and Central African seasonal rainfall, Philippon (2002) showed that ANN allows 

adaptation of the predictors to the local climate due to the choice of appropriate training 

and transfer functions. Several works developed ANNs for seasonal rainfall and 

streamflow forecasting in Africa and India (Wu et al., 2010; Toth et al., 2000; Coulibaly 

et al., 2005; Chattoppadhyay, 2007; Venkatesan et al., 1997; Cannon & Mckendry, 1999; 

Cannon, 2000; Sahai et al., 2000). Toth et al. (2000) compared three methods for short-

term forecasting of precipitation: autoregressive moving average (ARMA), ANN, and K-

nearest-neighbor (KNN), and found that ANN had the highest precision for forecasting 

flows. For more details regarding the application of ANN in hydrology, refer to ASCE 

(2000a, 2000b). 

In this work, the feedforward neural network (FFNN) was used. FFNN is capable 

of representing non-linear processes between input and output variables, and non-

linearity and other interactions between variables can be modeled without prior 

specification (Tangang et al., 1998). Some descriptive variables were set before applying 

FFNN here, including network type, specification of connection weights, training and 

transfer functions. 

i. Specification of network size 

In this step, the number of layers in the network and the nodes in each layer are 

defined. There is no specific rule to determine the exact number of hidden nodes. The 

only available method is trial and error, which means starting with a small number of 

nodes and gradually increasing the network size until the desired accuracy is achieved. 

ii. Searching optimal values for connection weights 

Two types of batch propagation algorithms are used for the training function: 

batch gradient descent with momentum (BGDM), and gradient descent with adaptive 

learning rate (GDALR) which is the more popular and suitable back propagation 
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algorithm, and is used for 90% of ANN models developed in the field of hydrology 

(Philippon, 2002). The BGDM can provide faster convergence with momentum, which 

allows the FFNN to consider new tendencies in the error surface in addition to the local 

gradient. The momentum helps disregard minor features in the error surface in the same 

way a low-pass filter does. A network deprived of momentum can bog down in a local 

minimum, but with momentum it can overcome the minimum. 

3.2.6 Regression trees 

Classification and regression trees (CART) are non-parametric methods first 

developed by Breiman et al. (1984). CART recursively divides data into smaller strata, in 

order to make the fit as close as possible. The trees are directed graphs (see Figure 3.4) 

that start with one node and branch out to many. They are fundamental to many fields, 

and using them for prediction has become popular over the last two decades since they 

are a viable option compared to other approaches (e.g. regression). CART consists of two 

methods: classification tree (used for categorical variables) and regression tree (used for 

continuous variables).  

There are distinct differences between classification tree (CT) and regression tree 

(RT). CT searches for a set of rules that classify the data into predefined sets, while RT 

does not deal with predefined groups. When using RT, the groups are generated 

automatically during the classification process (Li & Sailor, 2000). Another difference is 

that CTs attempt to predict a discrete category (e.g. class) rather than a numerical value, 

while RT is continuous and allows predicting continuously dependent variables. In 

addition, RT does not assume normal distributed observations, or that the responses are 

related to predictors in a linear manner. Given the complex nature of climate systems, it is 

always best to avoid simplistic assumptions. 

The major components of RT models are the selection and stopping rules. The 

selection rule determines which stratification to perform at each stage, and the stopping 

rule determines the final strata that are formed. Once the strata are created, the impurity 

of each node is measured. There are three commonly used measures for node impurity in 

RT:  misclassification error, Gini index and cross-entropy or deviance. While all are 

similar, the latter two are differentiable and easier to optimize numerically, as it has been 
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determined that the probabilities at nodes can easily affect the cross-entropy and Gini 

index. As well, in RT the least squares method is used to measure node impurity. For 

more details about the measurement of node impurity, refer to Hastie et al. (2001). Also, 

applying RT requires pruning, which is the process of reducing a tree by turning some 

branch nodes into leaf nodes and removing them from the original branch. 

An example of RT used to forecast air data illustrating RT splitting and structure is 

presented in Figure 3.5. 

 

Figure 3.4 Schematic representation of a regression tree (source: Guangzhe & Brian, 

2005) 

Kannan & Ghosh (2010) found advantages when using CART as a prediction 

method: 

- there is no assumption of any type of statistical distribution on dependent or 

independent variables; 

- the predictor variables can take any format (e.g. continuous, categorical, interval); 

- CART is not affected by collinearities, outliers, heteroscedasticity or distribution 

errors that affect parametric procedures; 

- it can detect and reveal interactions in the dataset; 
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- it is invariant under monotonic transformation of independent variables; and, 

- it efficiently manages modelling issues with huge dimensional data. 

However, despite these advantages CART has limitations due to its novelty, as it 

is difficult to find help on the method. As explained in the preceding paragraph, the main 

issue when using RT is to determine the exact time to stop to prevent over fitting; that is, 

when the fit of the training data is not likely to improve the predictive validity of the 

respective model. A general solution to this issue is to assess the quality of the fitted 

model, by predicting observations using a test sample of data that have not yet been used 

to estimate the respective model. This helps determine the predictive accuracy, and 

detects when over fitting begins. Two main techniques are used to deal with the over 

fitting issue: bagging and boosting. Bagging is more useful for RT than partition 

methods, as it resamples observations by random sampling with replacement. Bagging 

and boosting methods are detailed in section 3.5.5. 

3.2.7 Non-stationary techniques 

Data series are considered stationary if they remain invariant despite temporal 

changes. However, these conditions are nearly impossible, as there will inevitably be 

either abrupt changes or periodicities. These can lead a modeller to wrong predictions, as 

they could significantly impact the outcome of the forecast by inducing major 

uncertainties related to such changes. Therefore, it is very important to check the 

observed data carefully because change point-free records are highly unlikely. Thus, the 

homogeneity of the observational data must be assessed prior to conducting forecast 

analysis, as recommended by the World Meteorological Organization (WMO). 

Homogenization involves the detection and correction of any changes in data series, and 

there are many methods in the literature for various fields of research (Vincent, 1998; 

Peterson et al., 1998; Wang, 2003; Rodionov, 2004; Begert et al., 2005; Beaulieu et al., 

2005, 2009; Fearnhead, 2006; Seidou et al., 2007; Seidou & Ouarda, 2007; Villarini et 

al., 2011). This review is focused on promising methods of change point detection (e.g. 

Bayesian inference approach), in order to allow their easy use when selecting seasonal 

rainfall/streamflow forecasting models. 
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a) Definition and sources of change points 

Change points can be defined as discontinuities of time series that commonly 

exist in climate data (Reeves et al., 2006). They can be either an abrupt shift in the mean 

value of data series, or changes in trend or variance. According to Lund & Reeves (2002), 

a change point is a time when the series mean first undergoes a structural pattern change 

(e.g. slopes, trend) that could affect the discontinuity in series values. Thus, change points 

are times of discontinuity in the series, and can be due to several reasons, including 

movement of the observed station, changes in recording equipment, changes in 

measurement techniques, environmental changes and climate change effects such as 

shifts in climate regimes (Lund & Reeves, 2002; Milly et al., 2008; Daly et al., 2007; 

Easterling et al., 1996). The principal causes of inhomogeneity in climate data series 

depend on the type of parameter measured. For example, changes in the time of 

observations or computation methods can cause inhomogeneity in the observed data 

series of average temperatures and moisture, but do not affect precipitation or pressure. 

Several cases of change points have been linked to anthropogenic effects such as dam 

construction, river regulation and land use changes. Inferences from climate data series 

frequently depend on the continuity of the measurement process; thus it is very difficult 

to achieve a change point-free record. 

b) Change point models: A review 

Several change point models were developed in the fields of hydrology and 

climate science, as well as engineering and science research. The models were built using 

variables with statistical relationships based on known techniques (e.g. multiple linear 

regression, stepwise regression). These relationships in hydrological or climate models 

are often affected by sudden changes due to environmental, climatic (e.g. ENSO) and 

anthropogenic variations. In fact, many types of disturbances can cause apparent changes 

in long-term climate time series and distort the true climate signal. These shifts (or 

changes) could impact the real physical characteristics of the variables in hydrological 

models (Woo & Thorne, 2003; Salinger, 2005), which is why several methods to detect 

and correct these change points are proposed in the literature. Many climate variables 

were homogenized by change point detection, including temperature (Vincent, 1998; 

Begert et al., 2005) and precipitation (Beaulieu et al., 2005, 2009). Lund et al. (2001), as 
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cited in Lund & Reeves (2002), did research related to temperature change in the USA, 

and concluded that a single change point can affect the accuracy of linear temperature 

change estimation. Villarini et al. (2011) investigated the abrupt change of average daily 

discharge for 75 years over Central Europe, and detected some statistically significant 

change points in mean value and variance. While testing the non-stationarity of flood 

peak records in the USA‘s Delaware River basin, Smith et al. (2010) found that the 

presence of change points was associated with anthropogenic measures. Villarini et al. 

(2009) also investigated the validity of stationarity assumptions of annual maximum peak 

discharge data in the USA during the 20
th

 century, and their results showed that almost 

half of the analyzed series exhibited statistically significant change points. 

All methods in the literature for change point analysis can be grouped into two 

types: Bayesian approach and classical statistics. The classical methods are usually only 

used for statistical tests to confirm or reject hypotheses based on the existence of a 

change. Likewise, the Pettitt test was used in many previous studies (Tomozeiu et al., 

2005; Villarini et al., 2011; Smith et al., 2010; Villarini & Smith, 2010) to detect abrupt 

changes in the mean and variances in hydrology, due to its limits in cases of multiple 

change points requiring time series segmentation. Most authors (Solow, 1987; Easterling 

& Peterson, 1992; Vincent, 1998; Lund & Reeves, 2002; Wang, 2003) focused on 

changes in the slope or intercept in linear regression models. This set of methods includes 

non-parametric methods (Servat et al., 1997) and fuzzy methods (Yu et al., 2001). The 

second type is the Bayesian approach for change point analysis (Sarr et al., 2013; Seidou 

et al., 2007; Gelfand et al., 1990; Seidou & Ouarda, 2007; Barry & Hartigan, 1992, 1993; 

Perreault et al., 2000; Xiong & Guo, 2004). This is one of the most popular techniques, as 

it helps obtain the statistical distribution for the dates of change, as well as distribution 

for other parameters in the model. This method is associated with easy definition of 

priors, and determining the probability of any change point using its posterior probability 

distribution. The main advantage of Bayesian statistics compared to classical methods is 

its effective description of parameters uncertainty. They provide a comprehensive 

posterior probability distribution of change point position, whereas classical methods can 

only give the most probable change point position. However, this technique requires 

significant computation resources, due to the involvement of the Monte-Carlo Marckov 
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Chain (MCMC) simulation. MCMC is often used in cases of inference when change 

points are known, and if change points are unknown, a reversible jump MCMC can be 

applied to examine the joint space of the model and its parameters. Fearnhead (2005, 

2006) presented a recursion-based inference approach to deal with multiple change points 

problems, based on the theory of product-partition models from Barry & Hartigan (1992, 

1993). In his recursion-based inference, Fearnhead (2006) used a set of recursive 

relationships to determine the posterior probabilities of the different change points. This 

approach is specific, as it identifies only the number and position of changes occurring in 

the dataset. Gelfand et al. (1990) developed a Bayesian analysis model based on 

regression analysis of variances that are considered normal data where unequal variances 

are acceptable. Some authors (e.g. Perreault et al., 2000) treated the case of a single 

change point using Gibbs sampling in a Bayesian model, without knowing about the 

priors but good knowledge of the occurrence of changes (i.e. their presence). Seidou et al. 

(2007) developed a Bayesian model that seems to be better than the others, confirmed by 

the fact their model can deal with either informative or non-informative priors, meaning it 

can handle multivariate data and missing values. Furthermore, Seidou & Ouarda (2007) 

developed another Bayesian technique for multiple change point detection by proposing 

new classes of priors for the parameters of a multiple linear model, and straightforward 

computation of the posterior distribution of the change points. 

With respect to the period of occurrence, there are two approaches to determine 

the presence of change points: retrospective (off-line) and sequential (on-line). The 

retrospective change point detection approach is used in most hydrological studies, 

though classical methods (change in slopes or intercepts) are also used, as explained 

previously. Some studies (Sagarin & Micheli, 2001; Bowman et al., 2004) were based on 

curve fitting methods to detect the changes. The sequential change point detection 

approach can detect earlier changes (i.e. as soon as they occur) (Daumer & Falk, 1998; 

Gut & Steinebach, 2002; Moreno et al., 2005). As shown, most current change point 

detection techniques rely on the Bayesian approach. Thus, this method is an important 

element in change point detection models, largely due to its ability to make inferences on 

the posterior distribution with respect to change point location. 
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c) Recursion-based change point inference approaches 

This model is used to perform a finite number of recursive operations when 

dealing with a single change point in a normal distributed sample. This Bayesian 

inference approach was initially developed by Yao in 1984. 

Other studies followed, such as that of Barry & Hartigan (1992, 1993) who were 

able to improve on Yao‘s method by using product-partition to handle a change point 

problem before generalizing it to multiple change points with prior assumptions. It should 

be noted that with product-partition models all observations issued from a random 

partition of the data are considered to be independent. Progress was made toward 

improving this technique. Fearnhead (2006) regenerated the approach into a general 

inference procedure to detect the number and positions of change points. Seidou & 

Ouarda (2007) greatly improved the approach by developing a fast recursion-based 

change point inference. They proposed a new class of priors for the parameters of their 

multiple linear regression model, and defined methods that directly allow computation of 

the posterior distribution of the change point. This latest model is not time consuming 

because, unlike many Bayesian inference models, it does not involve MCMC simulation.  

One drawback of the recursion-based inference change point model is the 

possibility of missing a change point during the detection process. This could be due to 

the relative position and sign, magnitude or nature of the change point. Full details of the 

effects of these factors can be found in Beaulieu (2005).  

3.3. Hydrological Modelling 

A model can be described as a simplified representation of a physical system and 

the different explanatory processes of its operation. Models are created to simulate all or 

some aspects of a system‘s behavior. Hydrological models are used for the following 

reasons: 

- Better assessment of the hydrological regime of rivers ;  

- Optimization of networks of hydrologic observatories ; and, 

- Plausible forecasting for more objective decision-making.  
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Hydrological models are currently recognized as valid scientific tools for 

quantitative and qualitative investigation of the water resources of an area. Thus, they 

provide the basis for planning integrated management of these resources. 

3.3.1 Classification of Hydrological Models 

Hydrological models can be classified according to some independent criteria. 

The following specific criteria are used to group models (Singh, 2005): 

- the approach used in the lay-out: stochastic or deterministic ;  

- the degree of complexity of the lay-out: hydraulic, conceptual or empirical ;  

- the characteristics of input data or parameters: concentrated or distributed ;  

- the linearity of the differential equations: linear or non-linear ; and, 

- the time dependence: stationary or non-stationary. 

Physical models are representations of a real system by another system with 

similar properties, but on a reduced scale which is much simpler to manage.  

Hydraulic models (physically based models) describe all the phenomena in a 

watershed using physical equations.  

Empirical models (black box models) do not describe the physical processes; they 

just report the link-runoff in order to provide a result that is as close as possible to the 

observed data. These models are also called synthetic models (Hingray et al., 2009), due 

to their ability to consider the transformation as a global phenomenon. 

Conceptual models (grey box models) apply the basic laws of physics. They are 

constructed in a framework that refers to processes similar to natural ones, such as the 

outflow from a tank, or motion in a regular channel.  

Mathematical models are characterized by their ability to represent simple or 

complex systems. Though they can be linear or non-linear, the term linearity has at least 

two meanings. A model is defined in terms of linear systems theory if it obeys to the 

principle of superposition. A model is also linear in the sense of statistical regression, that 

is, if there is linearity in the parameters that must be estimated.  

A model is defined as stationary or non-stationary if the relationship between the input 

and output, respectively, does not change or changes over time.  
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Concentrated or "lumped" models treat the entire water catchment as 

homogeneous, while semi-distributed models divide it into areas of sub-homogeneous 

zones, according to the contribution of the flow. In totally distributed models, the entire 

basin is divided into elementary units. Thus, the distributed hydrological models consider 

the spatial variability of the characteristics of the basin, and the main hydrological 

phenomena (e.g. infiltration, runoff, interception, erosion) that allow adequate simulation 

of the dynamics of a river basin. The distributed models can study a rainfall-runoff 

phenomenon in detail, taking the spatial variability of the input data and the 

geomorphological and pedological characteristics of the basin into consideration. 

Depending on the nature of the results, the models can be classified as either 

stochastic or deterministic. A stochastic model consists of a finite set of random variables 

with a given probability distribution, that depend on time t and values they already had in 

the past. A deterministic model considers all the variables, without random variation. 

These models attempt to numerically predict the evolution of a system (in space-time) 

through approximate solutions of mathematical equations that describe the physical laws. 

3.3.2 Criteria for adequate model selection 

A hydrological model is chosen according to the best use of available information, 

and to some systematic procedures for selection and verification. The choice of the model 

that best fits the case study depends on many factors, as described in Hingray et al. 

(2009). These include:  

a. Simplicity: User-friendly models encourage user involvement. They are 

characterized by flexibility when entering and managing input data, and simple 

graphics options that facilitate and increase the learning rate, and the achievement 

and use of expected results ; 

b. Quantity and quality of available data ; 

c. Accuracy of forecasting: use of the calibration process to define the degree of 

accuracy of a model‘s simulation ; 

d. Scale representation of the data and results: the ability of the model to represent 

the area in a comprehensible and accurate manner ; and, 

e. Ability to handle missing or incomplete data.  
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Thus, as shown in Figure 3.5, combining the performance criteria, availability of 

data and model complexity is recommended for effective model selection. 

 

Figure 3.5 Schematic diagram of the relationship between complexity and performance 

of a hydrological model and data availability (adapted from Grayson & Bloschl, 2000) 

For this study, a physical, semi-empirical conceptual distributed model known as SWAT 

(Soil and Water Assessment Tool) was chosen to manipulate and analyze hydrological 

and other climate data. Coupling with the GIS (Geographical information system) to 

manage data raster, vector and alphanumeric, SWAT facilitates and automates the 

preparation of input data, making it more user-friendly in the integration phase, and 

managing the settings related to the simulation data. 

3.3.3 Calibration and validation of SWAT model 

SWAT models as any conceptual model possess commonly many parameters 

which are not directly measured from site. Hence, there is need to search for parameter 

values iteratively which can adjust significantly the parameters in order to make a best 

match between the simulated values and corresponding observations. Such approach is 

known as calibration process. The main criteria used in SWAT to assess the best fitting 

between observed and simulated parameters are called objective functions (Duan et al, 



 

  66 

1994). According to Yang et al. (2008) the last values of the parameters in the calibration 

step are used in the validation process. 

However, the first step to carry out prior calibration is the sensitivity analysis. 

Sensitivity analysis involves determining the response of a model to changes in parameter 

values, and identifies the parameters that have greatest effect on the model. It also helps 

to save time during calibration, since only a few parameters of the SWAT model 

parameters are optimized. With SWAT, sensitivity analysis is done based on changes of 

the mean of the output variable (flow). If the observed data of the output variable is 

available, additional sensitivity analysis is done using the sum of the squared error 

between observed and simulated values. It should be noted that there are two approaches 

in sensitivity analysis under SWAT: local and global methods. The local method changes 

parameter values only for one parameter at a time while the global method adjusts all 

parameters at the same time. The latter method is used once there are a large number of 

simulations, while the former is suitable in case there are correct values for fixed 

parameters (Arnold et al., 2012). The set of significant parameters produced after 

completing sensitivity analysis are further used in the calibration process. This calibration 

can be done either automatically by using the auto calibration tools in SWAT or through 

SWAT-CUP (SWAT Calibration and Uncertainty Programs). But, SAWT-CUP is the 

mostly used in SWAT model calibration (Abbaspour, 2012). Indeed, it has five different 

approaches that help to carry out the model parameterization: sequential uncertainty 

fitting (SUFI2), particle swarm optimization (PSO), generalize likelihood uncertainty 

estimation (GLUE), parameter solution (ParaSol) and Markov chain Monte Carlo 

(MCMC). Many studies showed that the SUFI2 presented better efficiency than others 

and less computational cost (Ma et al., 2014; Nkonge et al., 2014; Luo et al., 2011). 

SUFI2 used the Latin Hypercube Sampling (LHS) as sampling method to define values of 

particular parameters for calibration period (Abbaspour, 2012). More details on the 

advantages and limits of each of these methods are provided in Yang et al. (2008). 

According to Moriasi et al. (2007), there are no fixed criteria to assess the model 

performance or accuracy.  However the most used measures are statistical criteria: 

coefficient of determination (R
2
) and the Nash-Sutcliffe coefficient (NASH) (Arnold et 

al., 2012).  



 

  67 

3.3.4 Model performance analysis 

Since the uncertainty in hydrology is the result of the natural variability and 

complexity of systems and hydrological processes, it follows that the application of 

hydrological modeling is also subject to uncertainty. Therefore, performance analysis can 

be considered a solution to assessing the extent that the hydrological model can reproduce 

the real characteristic of the watershed using observed data.  

The performance assessment of a hydrological model consists of comparing the 

observed and simulated data to find the closeness between them. According to Zhang et 

al. (2009) the performance can be assessed in two ways: 

- Qualitatively by visual comparison, using the same plot for the observed and 

simulated values for a given variable. Several types of graphs can be considered 

(e.g., scatter plots). 

- Quantitatively using standard numerical performance criteria. The performance 

criterion is often a mathematical function of the errors obtained. 

These mathematical functions are fully explained in the section 3.5.  

3.4. Temporal disaggregation 

Many hydrological models often require precipitation data on a finer time scale 

(sub-daily, daily or monthly), but most hydrological data are on a coarser scale. These 

data enable simulating water resource systems to produce flows for the estimation of 

water yield in reservoirs (e.g. dams). The quality of precipitation data is also poor, due to 

an inadequate number of rain gaging networks in several parts of the world, particularly 

Africa. Therefore, to get the data at the desired scale, one has to either set a weather 

generator to produce the data, or disaggregate the coarse data into a finer scale. 

Mondal & Wasimi (2005) defined temporal disaggregation (TD) as a 

mathematical technique for downscaling coarser temporal or spatial levels into finer 

levels. Thus, TD can be considered as a statistical simulation technique that allows 

movement from one scale to another (i.e. coarser to finer resolution). Nevertheless, TD 

should not be considered as exact downscaling, despite the fact that in both techniques 

synthetic series are used to reproduce the important statistical characteristics in 
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hydrological processes at a given time scale. According to Koutsoyiannis (2003), TD is 

not identical to downscaling because the latter produces finer scale time series with the 

required statistics that do not necessarily add up to any given coarse scale totals. With 

TD, there are a number of statistical characteristics from the original data (i.e. the data to 

disaggregate) that should be preserved after disaggregation. Downscaling is particularly 

useful for hydrological applications when dealing with the output of GCM or RCM. 

Most disaggregation models developed in the field of hydrology are general 

purpose, and are not specific to some hydrological processes or other applications. The 

general purpose models cannot always be used for rainfall due to specific peculiarities, 

and this has raised interest in developing special disaggregation techniques for 

precipitation. 

3.4.1 Method of fragment 

The method of fragment (MF) was initially proposed by Svanidze (1977), and 

consists of generating annual datasets using a specific model (e.g. weather generator, 

transfer functions, and weather typing). The computation of monthly fragments is based 

on the historic data, and disaggregating each value of the annual data requires a pool of 

fragments. The portions of annual precipitation that occurred in each month of the year 

are known as fragments, and the sum of the fragments equals one. The steps of the MF 

approach are summarized in Equations (3.5) and (3.6). 

   
  

∑   
 
   

     (3.5) 

where Wi is the fragment to be calculated for month i, di is the data from the series chosen 

to produce the fragments (e.g. the chosen monthly data) and n is the number of data in 

that series. 

Each fragment is then multiplied by the yearly data y being disaggregated, without 

altering the total precipitation in the year. This produces the new monthly values (di‘) as 

indicated in Equation (3.6). 

  
          (3.6) 

This method was used in this work to increase the time scale of variables that use 

the standardized historical data to generate the fragment series for each year. The biggest 
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challenge with this method is selecting a set of fragments to multiply the forecasted 

rainfall total for increasing the temporal scale. Hence, each fragment (Wi) calculated for 

day (di) is multiplied by the seasonal data being disaggregated, such that the total 

precipitation in the season is not altered. After getting the historical average seasonal 

rainfall (July to September) for the 11 stations over the Sirba watershed, two main steps 

were applied to each seasonal simulated rainfall (       ).  

a. The year of historical seasonal rainfall (        ) with the average historical 

seasonal rainfall closest to the simulated seasonal rainfall was chosen. 

b. The daily rainfall of      at station Ti was estimated using Equation (3.7). This 

method generated the rainfall time series for the 11 stations that maintain the 

rainfall distribution over the whole basin. 
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Figure 3.6 Flowchart of the fragment disaggregation approach (MF) 
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3.4.2 Modified Method of Fragment 

To address the limitations of MF and method of synthetic fragment, Maheepala & 

Perera (1996) proposed modifying Porter & Pink‘s (1991) method by changing how the 

monthly fragments for disaggregation of annual data set are chosen. This gave rise to a 

new approach called the modified method of fragment (MMF).  

MMF is similar to the first method; except generated data are used to compute the 

fragments rather than historical data (see Figure 3.8). A suitable generation model is 

applied to generate daily series and a seasonal dataset. The data generation model is a 

first order Markov chain model (see Equation (3.8)), which is usually appropriate for 

such cases (Maheepala & Perera, 1996). Daily fragments are computed for each season, 

using the daily series. 

           (    )
 

 ⁄      (3.8) 

 

  : Standardized variable at time t 

  : Normally distributed random number with zero mean and a unit standard deviation at 

time t 

 : Lag-one serial correlation of the variable 

For the last step, each value of the generated seasonal precipitation is 

disaggregated using daily fragments, and a smoothing factor (αj + βj) for selecting the 

series to be used as fragments is introduced. This factor, with minimum value, should be 

considered as described in Equations (3.9) and (3.10), and detailed by Maheepala & 

Perera (1996). The steps are illustrated in Figure 3.8.  

   (
     ∑   
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    (3.9) 

   (
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Where, S: generated seasonal data 

 D: historical daily data 

 d: last day of daily data 

 j: season  (month) of daily data 

 k: season (month) of seasonal data 

 σ: standard deviation 
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Figure 3.7 Summary flow chart of the modified fragment disaggregation approach 

(MMF) 

3.5. Forecast Assessment 

One of the essential steps in developing a forecasting system is assessing the 

quality of the models. Weather and climate forecasting is internationally monitored, and 

the WMO published a comprehensive survey of forecast verification methods since the 

late 1980s (Wilks, 2006; Jolliffe & Stephenson, 2012). The model assessment field is 

separate from the development of prediction systems, since the increasing complexity of 
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forecasts has made it an active area of scientific research (Casati et al., 2008). It 

constitutes the main step in judging a forecasting model‘s performance. 

Forecast assessment includes examining and reviewing the relationships between 

observed and predicted datasets, as well as comparing the performance of forecasting 

systems to that of the reference states. Jolliffe & Stephenson (2012) defined forecast 

verification as the exploration and assessment of the quality of a forecasting system, 

based on samples of previous forecasts and corresponding observations. 

However, there is a clear difference between verification and validation of a 

forecasting model. Verification determines if a model gives an accurate representation of 

reality, whereas validation only establishes that the model provides a reasonable 

representation of reality, and is adapted to the target. 

The measures used in verification often assess the accuracy or association of 

simulated and actual observations. Accuracy is the extent of the link between individual 

pairs of forecasts and observations, and association is the overall strength of the 

relationship between these individual pairs. Thus, the correlation coefficient is a measure 

of the linear relationship, while the coefficient of determination or mean squared error is 

a measure of accuracy. The two types of measurement are often distinct, as follows.  

- Measurement of model accuracy: as there are many methods to measure accuracy, 

Murphy (1988) recommended using several of them simultaneously to assess 

well-defined skills of the model.  

- Measurement of model performance: this compares a model‘s accuracy to that of 

a standard model. A forecasting model cannot be considered useful if its 

performance is lower than the performance of standard models (Livezy, 1995). 

The following sections details some tests commonly used in assessing forecasting 

models, including those selected for this work. 

3.5.1 Coefficient of Determination 

The coefficient of determination (R
2
) is the square value of the correlation 

coefficient (CC), according to Bravais-Pearson. R
2
 can also be expressed as the square 

ratio between the covariance and the multiplied standard deviations of the observed and 

simulated values. It estimates a single dispersion against the combined dispersion of the 
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simulated and observed data. R
2
 can be considered as the proportion of the variation of 

the predictand that is described or accounted for by the regression. This concept is 

sometimes expressed as the "proportion of variation explained". However, this assertion 

is distorted, and the confusion is explained by the fact that a regression analysis can only 

quantify the nature and strength of a relationship between two variables; it cannot 

determine which variable causes the other (Wilks, 2011). 

One of the major drawbacks of R
2
, if it is considered alone, is that only the 

dispersion is quantified. Hence, a model that always over or under-predicts can still result 

in good R
2
 values close to 1, even if all the predictions are wrong (Krausse et al., 2005). 

As shown in Equation (3.11), CC is dimensionless and it is within the limits of -1 and 1. 
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   (      ̅̅ ̅̅ )

√∑ (      ̅̅ ̅̅ )  
    √∑ (      ̅̅ ̅̅ )  

   

   (3.11) 

where OB and PR are the observed and forecasted values respectively, and n is the 

amount of data. 

A correlation of +1 or −1 denotes a perfect linear association between the 

observed and simulated data, while a correlation of zero means that there is no linear 

relationship between the variables. It should be noted that if there are two uncorrelated 

variables they are not necessarily independent, as there may be a non-linear relationship 

between them.  

3.5.2 Nash-Sutcliffe coefficient 

The Nash-Sutcliffe statistic (NASH) can be defined as a measure of how the 

observed variance is simulated. The efficiency proposed by Nash & Sutcliffe (1970) is 

computed as one minus the sum of the absolute squared differences between the predicted 

and observed values, normalized by the variance of the observed values during the period 

under investigation (see Equation (3.12)).  

      -
∑ (   -   )
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The range of NASH is between 1 and -∞. A value of 1 indicates a perfect match of 

modeled to observed data, and NASH =0 means that the model predictions are as 

accurate as the mean of the observed data. An efficiency NASH <0 indicates that the 

mean value of the observed time series would have been a better predictor than the 

model. 

Legates & McCabe (1999) pointed out some limits of using NASH in forecasting 

models. The greatest drawback is the fact that the differences between the observed and 

predicted values are calculated as squared values. As a result, larger values in a time 

series are strongly overestimated and lower values are neglected. In addition, NASH is 

not very sensitive to systematic models‘ over or under prediction. 

3.5.3 Hit Rate Score 

This criterion is different from the previous as it is suitable for categorical data 

analysis. However, the model performance is assessed by converting the continuous data 

to categorical data and then uses the Hit score (HIT) as an estimator. 

This is done by considering each value of a continuous variable particularly 

falling into a categorical set of data. The contingency table is 2 x 2 explaining four 

combinations of events for each pair of forecasted and observed data. If the simulated and 

measured data are considered in three categories (for example, normal, below-normal and 

above-normal) this contingency table will consist of nine combinations of events (Wilks, 

2011). Equation (3.13) and (3.14) are used to calculate HIT for 2 x 2 and 3 x 3 

contingency tables, respectively. Using this type of measurement, the properties of both 

prediction and observation data (for example, mean and variance) are not responsible for 

assessment. It measures only how many both data fall into the same section. If HIT shows 

high percentage it means that predictions are well corresponding to observations whereas 

low value indicates less model performance. HIT lies between 0 to 100%. 

    (
   

 
)        (3.13) 

 

               (
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3.5.4 Bagging and boosting 

The bagging method was proposed by Breiman (1996), to help improve the 

prediction process by reducing the variance (not the bias) related to a forecast. The 

technique is particularly useful for fixing the lack of robustness of unstable classifiers 

such as RTs and ANNs. The method is called either boostrap or bagging, and it is based 

on a relatively simple process. For bagging, a number of boostrap samples are drawn 

from the available data, a prediction method is applied to each sample, and then the 

results are combined by averaging to obtain the overall forecast; the variance is reduced 

due to averaging process. 

In contrast to bagging, boosting uses the weighted average of the results obtained 

from applying a forecasting method to various samples. However, the samples are not 

drawn from the population in the same way at each step. Boosting is often applied to 

weak learners such as RTs with two nodes. 

Though bagging and boosting are both ensemble algorithms, they differ in that 

bagging is a purely random process and boosting is an adaptive process. A comparative 

summary of these two methods is presented in Table 3.1. 

Table 3.1 Comparative summary of bagging and boosting techniques 

BAGGING BOOSTING 

CHARACTERISTICS 

Bagging is a random mechanism 
Boosting is an adaptive mechanism and 

is generally deterministic 

Learning takes place on a different 

bootstrap sample with each iteration 

Generally, learning takes place on the 

whole initial sample with each iteration 

At each iteration, the resulting model must 

perform well over all the observations 

At each iteration, the resulting model 

must perform well on certain 

observations. A model performing well 

on certain outliers will perform less well 

on other observations 

In the final aggregation, all the models 

have the same weight 

In the final aggregation, the models are 

generally weighted according to their 

error rate 

ADVANTAGES AND DISADVANTAGES 
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A method for reducing variance by 

averaging models 

Can reduce the variance and bias of the 

base classifier. But the variance can 

increase with a stable base classifier. 

Loss of readability if the base classifier is 

a decision tree 

Loss of readability if the base classifier 

is a decision tree 

Ineffective on stumps unless double 

randomization is provided, as in random 

forests 

Effective on stumps 

Faster convergence Slower convergence 

The algorithm can be parallelized 
It is a sequential algorithm and cannot 

be parallelized 

No over fitting, thus better than boosting 

in the presence of noise 

Risk of over fitting, but better than 

bagging overall on non-noisy data 

Bagging is effective more often than 

boosting 

When boosting is effective, it is better 

than bagging 

3.5.5 Leave one-out cross-validation 

While searching for model errors using discriminant analysis, Lachenbruch & 

Mickey (1968) developed the cross-validation method (CRV), a statistical technique that 

provides an estimate of forecasting skill that is less biased than the usual hindcast skill 

estimates. It works by steadily deleting one or more datum in a dataset, and developing 

the forecasting model from the remaining data before testing it on the deleted cases. The 

process is a nonparametric approach, and can be applied in building any model 

(Michaelsen, 1987). Also, in a forecast using several predictors, CRV can be used to 

screen a set of potential predictors to find the best subset; this is why it was used in many 

forecasting applications (Breiman et al., 1984). Several studies (Barsnton & Van Den 

Dool, 1992; Von Storch & Ziwers, 1999) showed that precautions should be taken when 

applying this method, to avoid distortion of the results. To be precautious, the 

information used to develop the model should be quite independent of the information 

applied during the phase test. ACMAD & CLIPS (1998) used CRV to evaluate the 

performance of all the national models of seasonal rainfall forecasting that are used 

annually. Figure 3.9 summarizes the steps involved in carrying out a CRV. 

 Observations are first divided into k samples of the same size, in order to conduct 

k adjustments (training) by removing a sample each time, to estimate the 

performance of the model with the iteration k (Bishop, 1997).  
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 Then, the parameters and performances of the model are obtained by computing 

their respective averages through the use of all iterations. 

The natural limit of CRV corresponds to when the number of available 

observations is equal to the number of k samples. 

Though larger sample sizes can be managed by omitting a subset each time, with 

small numbers of observations (as in this work) it is advisable to omit each observation 

one at a time. This type of CRV is known as leave-one-out cross validation (LOOCV), 

and is another type of CRV used with small datasets by ignoring each observation 

individually until the end of the data span. This method of partitioning is one of the most 

applied when the number of observations is restricted (Michaelsen, 1987; Elsner & 

Schmertmann, 1994). 

 

Figure 3.8 The cross-validation procedure (blue boxes are for validation and white boxes 

are for training) 

3.6. Losses associated to seasonal flood forecasting 

The growth of populations, rapid and uncontrolled urbanization of risk areas 

(informal settlements), instability of health protection, significant prevalence of diseases, 

endemic poverty, poor preparedness and disaster response, inadequacy of climate 

information and weak institutional capacity all increase the vulnerability of Africa to 

climate disasters (Gaye, 2009). If distinctions exist, West African regions show similar 
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characteristics for their urbanization, socio-economic and political development 

(Ouédraogo, 2008).  

It is apparent that West Africa has been experiencing more intense flooding over 

recent years. Even with flood management strategies in place, these events persist. It is 

now essential to assess and upgrade the capacities of stakeholders to manage and adapt to 

such circumstances. Flood is one of the most important natural disasters that cause huge 

loss of life and properties every year in this area. Moreover, the International Federation 

of the Red Cross and Red Crescent Societies pointed out that floods were by far the 

greatest cause of homelessness. According to WMO (2011) statistics on the types of 

water-related natural disasters in the world, the issue of floods is more frequent and has 

more economic impact on the population compared to other extreme events during the 

last two decades. 

Therefore, due to these entire flood induced problems there is a great need to 

forecast flood in order to provide in advance information about impending flood to the 

stakeholders to alert the population in order to reduce the probable losses. Seasonal flood 

forecast is very important for Niamey city due to its position to Niger River. Seasonal 

flooding experienced seasonally by Niamey city generates the displacement of the local 

population living near the river, economic losses and psychological impact on victims. It 

should be noted that Niamey is a city that lacks of adequate resources, so the funds 

disbursed to aid the victims should have been invested in the development of the city in 

order to provide better living conditions to the population. Hence, the seasonal flood 

forecast could help Niamey city to avoid or to lessen the overall impacts of a flood and 

also by saving lives, livestock and property. 

The development of a seasonal flood forecast model for Niamey city, involves the 

development of a hydro-dynamical model of Niger at Niamey using HEC-RAS model, 

and applying probability distributions to generate probabilistic forecasts (Gado Djibo et 

al., 2015b) for each year. Moreover, the probabilities for flood protection dykes to be 

overtooped were estimated.  
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3.6.1 Copula method 

Let X and Y be random variables with distribution function FX and FY. A copula 

(2-dimensional) is known as any distribution function C whose marginal bivariate is a 

uniform distribution on [0, 1]. In other words, C satisfies the four properties of a bivariate 

distribution function in addition to the Equations (3.15) to (3.18): 

C(x, y) = 0  if x ≤ 0 or y ≤ 0     (3.15) 

C(x, y) = 1  if x ≥ 1 and y ≥ 1    (3.16) 

C(x, y) = x  if y ≥ 1      (3.17) 

C(x, y) = y if x ≥ 1      (3.18) 

Copula theory allows to model the dependence structure between variables 

independently of marginals (Sklar, 1959). It has been widely applied in various fields, 

such as biology (Frees & Valdez, 1998) and Insurance and Reinsurance (Klugman & 

Parsa, 1999; Belguise, 2001; Venter, 2002, 2003; Charpentier, 2003). In hydrology, Favre 

et al. (2004) present two applications: the first concerns the modeling of flow rates 

upstream and downstream of a river with tributary, and the second concerns the joint 

modeling of annual maximum flows based on the volume of runoff. DeMichele et al. 

(2005) used the Gumbel copula to model the positive dependence between the peak flow 

and flood volume. Zhang & Singh (2006) used bivariate copulas for frequency analysis of 

the variables: peak flow and volume of runoff and flood volume and its duration. 

3.6.2 HEC-RAS Model 

The hydraulic model HEC-RAS (Hydrologic Engineering Center‘s River Analysis 

System) and HEC-GeoRAS associated to ArcGIS were used to study and evaluate flood 

flows and flood zone mapping in a range of Niger River at Niamey (160 km of either side 

of Niamey city). HEC-RAS program has been under development by the US Army corps 

of Engineers since its inception in 1964, and different sub-programs are continuously 

being established. It was designed specifically for application in floodplain management 

and flood-insurance studies to evaluate floodway encroachment and to simulate estimated 

flood inundation (U.S. Army Corps of Engineers, 2009; Soleymani et al., 2014).  

This model was used worldwide. Indeed, Johnson & Dominique (1988) used 

HEC-RAS model to predict and determine the desired land boundaries, 10 km along the 
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Wyoming River - Gary Bull in America. Using the model, the water surface profile of the 

river was plotted. Using HEC-RAS software, David & Smith (2000), evaluated the 

hydraulic behavior of the flood. David, et al. (2002) studying flood for a period of 5 years 

in the United States, prepared flood zone maps. Knebl et al. (2005) using the hydrological 

model, HEC-HMS, and hydraulic model, HEC-RAS, and radar precipitation estimate 

(NEXRAD) in the basin of San Antonio, Central Texas, United States suggested logic 

model for flood, and compared the model with the summer 2002 flood. Results showed 

the model efficiency in regional-scale flood forecasting. Napradean & Chira (2006) made 

flood hazard mapping for small watersheds near Baya Sea in Astore valley. For this 

purpose combination of Wet Spa and HEC-RAS was used. 

3.7. Synthesis and Partial Conclusion 

Seasonal forecasting is found to be with paramount importance for West African 

Sahel. It appeared that for seasonal rainfall forecasting, the statistical and dynamical 

approaches were the most used in the Sahel region compared to the MOS. GCMs were 

especially widely used for seasonal rainfall forecasting in this region, and they result in 

acceptable to good forecasting skills which were assessed frequently using correlation. 

But due to their low resolution and high computation cost as well as time, GCMs are 

limited for seasonal rainfall forecasting in the Sahel. This fact made the statistical 

approach to be widely used to forecast seasonal Sahelian rainfall. The forecast skills were 

between moderate to high and the lead time was between 0 to 1 month. However, some 

lead times up to 12 months were found. In contrast to seasonal rainfall forecast, there was 

no study on seasonal streamflow forecast in the Sahel. Most of the forecasts were issued 

from simple hydrological model simulations, while in this work the seasonal streamflow 

was forecasted few months ahead in order to enable stakeholders and users to plan well 

the activities.  

Regarding the seasonal flood forecast, there was a lack of forecasting studies that 

can be obviously found in the Sahel region. Most of the models were hydrological models 

which were limited compared to a hydro-dynamical model. Moreover, there was no 

modelling study that tried to assess flood risk in the Sahel region with the related 

probabilities. 
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Hydrological modelling was also reviewed including the different types of models 

and the criteria needed to make a good selection before starting to develop the model. It 

was particularly mention the limits of each model. In this study, the SWAT model was 

selected and used to forecast streamflow. It is a physical based model which is used for 

hydrologic variable simulations, such as streamflow, sediment yield and so on. The most 

tedious part while dealing with SWAT model is the calibration process which is needed 

in order to have accurate outputs. SWAT-CUP is commonly used for the calibration with 

the five options to SWAT users. The advantages and limits of these methods were 

explained in this review, and it was depicted that most of studies found that the SUFI-2 

seemed to be widely used despite that it is responsible for all uncertainties as well as 

GLUE. The performance of the calibrated model is mostly assessed using R
2
 or NASH. 

Statistical tools used for seasonal forecasting were also reviewed. They help to 

directly link rainfall to climatic indices or oceanic basins. There were many studies 

worldwide and particularly in the Sahel. However, no study was found regarding the 

connection between oceanic indices and streamflow in the Sahel. Additionally, it is found 

that most studies in the Sahel region focused on linear statistical methods rather than non-

linear approaches for forecasting rainfall and streamflow. 

The techniques used for temporal disaggregation were also reviewed. It is found 

that the method of fragments was mostly used despite that it has many challenges such as 

the lack to maintain correlation between disaggregated data of a previous year and a 

given year.  

There were several tools used to measure the forecast skills. It was found that the 

Hit rate score was not widely used in seasonal forecasting in West African Sahel, despite 

that it gives a good understanding of how predictions are well corresponding to 

observations. Moreover, the copula approach was explained and reviewed with specific 

cases regarding its use. 

Therefore, it is found that the Sahel region needs an adapted seasonal forecasting 

model that can consider its specific aspects and characteristics. This approach could help 

to improve the forecast skills. Additionally, there are some statistical tools which 

particularly could help to combine seasonal forecasting models. Thus, combining a 

seasonal rainfall forecasting model to that of a seasonal streamflow forecasting and a 
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seasonal flood forecasting models is of paramount importance for the Sahel region. 

Finally, coupling all these models with a simple risk measure regarding the probabilities 

of overtopping of flood protection dykes is really important for stakeholders to make the 

right decision that can help the concerned population. 
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Chapter 4. Study Area and Data Presentation 

This chapter presents the study area by describing West Africa through the most 

important aspects such as the relief and vegetation which could have an impact on the 

rainfall of the Sahel region. The Sirba basin, on which all the thesis work is based, is fully 

described in all aspects in order to have a good understanding of the local characteristics 

in terms of climate, physiography and social and economic activities. The data used in 

this thesis work are presented and their quality discussed. 

4.1. West Africa 

West Africa is on the Atlantic Ocean and it extends from Nigeria to the coast of 

Senegal in the south and west. It is bounded to the east by Cameroon and Chad and at the 

north by the Sahara desert. It includes eight French-speaking countries whose neighbors 

are English-speaking countries such as Nigeria, Ghana, Gambia, Sierra Leone and 

Liberia; but also Portuguese, such as Cape Verde and Guinea-Bissau. Its population of 

about 330 million with a growth rate over 3% per year. This population is mainly 

agricultural. This part of Africa is divided into two climatic zones: (1) the south 

equatorial, with a hot and humid climate, abundant rainfall and forests; (2) and the 

Northern Sahel, with savannas, steppes and desert regions (Philippon, 2002). The most 

important rivers that flow through this part of Africa are Niger, Gambia and the Senegal. 

More details on the West African relief and vegetation are provided in the next 

paragraphs.  

4.1.1 Relief 

The West African relief is relatively simple compared to other parts of the 

continent. It is mainly characterized by large tabular spaces, plateaus or low-lying plains 

about 200m on average. The plains occupy the coastal border and are larger in scope in 

Senegal, Gambia and the Niger valley. Aside, from the Senegal River, Volta and Niger 
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River, these plains are drained by small watercourses; however, they have much higher 

than regular flows and reaches irrigating the coastal plains of East Africa. The two major 

water features associated with these plateaus are Niger basin and lake Tchad. The lake 

Tchad and the inner Niger delta, and the southern marshes provide the atmosphere large 

amounts of water vapor (Carrington et al., 2001). 

Medium altitude plateaus and mountains characterize the southern margins and 

northeast of West African space. The uplands of "l‘Air", Tibesti and Cameroon are the 

three major topographical items. Semazzi & Sun (1997) quoted by Philippon (2002) 

showed the important role played by the Atlas-Hoggar for the Sahelian precipitations 

during northern summer; it causes the appearance of a quasi-stationary wave in the 

northeast flow associated with anticyclonic circulation northeast to the uplands and 

cyclonic southeast. A second group of plateaus and uplands includes the mountains of 

Fouta Djalon and the Guinean Mountains (Nimba Mountains) to the west, the Bauchi 

plateaus to the east. 

4.1.2 Vegetation 

In West Africa, the vegetation formations are very irregularly arranged by zonal 

bands. The homogeneity of the West Africa is only relative because at fine scales, most 

vegetations are being moth-eaten by cultivated areas, or composed of different facies. 

This mosaic vegetation of fine scale results from the contrasting soil conditions which is 

in connection with the overlapping of reliefs, drainage and different soils as well as 

climate change in the long and short term (Cole, 1982). 

Three main types of vegetation of regional importance are identified in West 

Africa: dense forest, savannah and shrubland (see Figure 4.1). 

The dense forest is mainly localized along the coast of the Guinea Gulf. As for the 

savanna, it is wooded, bushy or grassy. It occupies the Sudano-Sahelian area located 

north of 7°N. Shrublands are without herbaceous stratum. The shrub savannah and 

shrubland occupy respectively 38 and 26% of the space in West Africa (Fuller & Ottke, 

2002).  

The role of vegetation (and soil moisture) on the variability of the atmospheric 

system was long neglected compared to the role of SSTs. But according Hutjes et al. 
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(1998), the vegetation is a key element of the coupling between mainland and 

atmospheric part of the water cycle. Its interactions with the atmosphere result in 

exchanges that are controlled by albedo, roughness and the flow of sensible and latent 

heat. 

 

Figure 4.1 Land use in Africa (source: Philippon, 2002) 

4.2. Sirba basin 

The study area considered in this work is the Sirba basin in northwestern Africa, 

which is a transboundary watershed shared by two countries: Burkina Faso and Niger 

Republic (see Figure 4.2). Several studies were conducted in this basin to better 

characterize and understand Sahelian climate dynamics and the impact of variability and 

changes. 



 

  86 

 

Figure 4.2 Location map of Sirba watershed (source: AGHRYMET, 2004) 

This choice was motivated by the fact that the Sirba basin is central in the Sahel 

region, so, it is influenced by the climate characteristics of both northern Sahel and the 

Sahara desert, and southern Sahel and the Sudanian savanna. Moreover, there are many 

climate stations inside and around the basin that have been collecting climate data daily 

for more than 40 years. Another reason is that, locally, the Sirba tributary plays an 

important role in the hydrological regime of the Niger River at Niamey, as it participates 

in its Sudanian flood in September (Sighomnou et al., 2013).  

The Sirba watershed is largely characterized by the rural sectors of agriculture, 

livestock breeding and exploitation of forest resources. These are the main production 

activities of a weak local economy that is adversely affected by the depletion of the 

natural resource potential, poverty, recurring droughts and high population growth, all of 

which are exacerbated by the effects of climate change. Thus, all these activities depend 

on streamflow as rainfall is erratic in the area. Therefore, the present thesis work can 

benefit the rural population (e.g. farmers) to plan on the type of crops to sow according 

the seasonal forecast information received few months ahead. 



 

  87 

4.2.1 Geographical description 

This transboundary watershed, shared by Burkina Faso and Niger, is located 

between latitudes 12°55'54"-14°23'30"N and longitudes 1°27'W-1°23'42''E with an area 

of 38,750 km
2
 (Mara, 2010). The Burkina segment is more than 80% of the total area. 

Sirba River is one of the most important tributaries of the Niger River in the Liptako 

Gourma region (i.e. southwestern Niger, eastern Burkina Faso and the adjacent border of 

Mali) (Taweye, 1995). 

The relief of the watershed is somewhat rough, while the geomorphology is 

dominated by vast alluvial plains with armored hillocks with rocky outcrops in some 

places. The hillocks are connected to plains and rivers by glacis whose slope varies 

between 2 and 3%. These are where runoff, solids transport and soil development 

(changes) occur. The average altitude is 280m, with some peaks reaching 320m to 450m 

due to corresponding hills unaffected by erosion (Mara, 2010).  

An analysis of  the administrative and topographic maps of Burkina Faso and 

Niger Republic shows that the Sirba basin encompasses 376 villages and 25 departments 

in eight provinces (Ganzourgou, Gnagna, Gourma, Kourittenga, Namentenga, 

Sanmatenga, Seno and Soum) in Burkina Faso and three departments (Kollo, Say and 

Tera), five rural entities and 44 administrative villages in Niger (Sawadogo, 2002). Figure 

4.3 shows the administrative zones in the Sirba watershed. 



 

  88 

 

Figure 4.3 Administrative map of Sirba basin (source: AGRHYMET, 2004) 

4.2.2 Climate 

The climate of the Sirba basin is tropical and Sudano-Sahelian. In general, the 

Sirba is influenced by three sub-climate zones based on the amount of precipitation 

decreasing from south to north : a southern Soudanian zone with mean annual rainfall 

between 700 and 800mm, a northern Soudanian zone with mean annual rainfall ranging 

from 550 to 650mm, and a Sahelian zone with mean annual rainfall of 300-500mm 

(Taweye, 1995). Thus, throughout the watershed the mean annual rainfall exceeds 

500mm and 800mm near latitude 14° (Dori, Tera) and latitude 12° (Koupela) 

respectively. The largest quantities of rainfall are observed during the months of July to 

September (JAS), regardless of the climate zone. The climate is generally characterized 

by two seasons: a dry season (October to April) due to the harmattan (dry wind), and a 

rainy season (May to September) influenced by the WAM (cold wind) (Descroix et al., 

2009). In the watershed, the duration of the dry season increases gradually toward the 

north, and varies from six to seven months in the south to over eight months to the east 

and north (Fada, Zorgho). Evaporation is very high, exceeding the mean annual amount 

of precipitation, and the relative humidity is erratic, decreasing during the harmattan 
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period and increasing with the return of the WAM. Temperatures in the basin are high 

throughout the year, between 18°c and 40°c, and increase from south to north. Finally, 

the mean value of wind speed is between 1.6 and 2.8m.s
-1 

(Taweye, 1995). 

4.2.3 Hydrography 

The hydrographic network of the Sirba basin is relatively dense, as it consists of 

three main tributaries (Sirba, Faga, and Yeli), as well as a few dam water reservoirs 

(Mara, 2010) (Figure 4.4). Based on the rainfall pattern, the hydrological regime in the 

watershed is Sahelian type, as it is characterized by non-sustainable flows with an exoreic 

operation pattern (Descroix et al., 2009). The streamflows produced on the northeastern 

slopes drain to the Niger River (Savadogo, 2004). 

At the upper bed of the Sirba there is a series of depressions with intermittent 

flow. However, during the wettest years some sections of the Sirba have water constantly. 

Locally, the Sirba plays an important role in the hydrological regime of the Niger River at 

Niamey, as it is involved in its Sudanian flood in September (Taweye, 1995). The two 

major tributaries, the Faga and the Yeli, join the Sirba near the border between Niger 

republic and Burkina Faso. With a length of 360km, the Faga is the longest tributary of 

the basin. The outlet of the Sirba basin is located at Garbé-Kourou in Niger republic, 

where the streamflows drain into the Niger River. 
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Figure 4.4 Hydrographic network of the Sirba basin (source: AGHRYMET, 2004) 

4.2.4 Geological and hydrogeological characteristics of the basin 

With respect to the geological structure, in Burkina Faso the Sirba basin occupies 

the eastern component of a large Birimian furrow elongation that runs northeast to 

southwest from Sebba to Manga, through Bogandé, Bilanga, Koupéla and Garango. This 

path includes greenstone, amphibolite (purplish red shale), quartzite and a set of volcano-

sedimentary rocks extruded by various plutonic rocks (Figure 4.5). In the watershed, 

these formations are found near the border with Niger Republic, where they run from 

Tiabongou to Songori until they reach the Niger River. At the center of the basin, granites 

run through Bassiéri, Bilanga, and Yanga. 

From a socio-economic perspective, these formations generate very heavy clay, soil and 

regolith, and are not manned because of the lack of water facilities (e.g. water boreholes). 

In Niger Republic there are two main formations: birrimian and granites (syntectonic 
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granites) from Liptako. Table 4.1 shows the ratio of the area of each geological formation 

in the Sirba basin. To summarize, referring to the study of Savadogo (2004), the geology 

of the basin is dominated by two major formations: granites and Birrimian. 

Table 4.1 Geological formation in the Sirba watershed (source: Taweye, 1995) 

Geological nature 
Corresponding Area 

(km
2
) 

Percentage area 

(%) 

Syntectonic granites 29 270 75.54 

Birrimian (shale, greywacke, 

metamorphic, greenstone) 
9 200 23.74 

Calco-alkaline granites post-tectonic 280 0.72 
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Figure 4.5 Geological map of the Sirba basin (source: AGHRYMET, 2004) 
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4.2.5 Soils and Land use 

The pedology of the Sirba watershed is related to its geomorphological evolution 

and the climate of the region. The soil type is similar to that of northeastern Burkina 

Faso, and most soils in the watershed are highly weathered, friable and of low structure 

and high density. They are tropical ferruginous soils with sandy surface textures and 

surface crusts, and they generally lack nutrients, exhibit poor structure, and have low 

organic matter content (Dembele & Somé, 1991). The soils are poorly developed due to 

the nature of the parent rock and their thinness. Thus, the geomorphology is general 

because the Niger River is a sequence of: 

- flood basins favorable to rice development ; 

- different levels of mostly sandy alluvial terraces with discontinuous bands of clay 

depression areas ; 

- colluvium-alluvial glacis with low ramps (less than 3%) and long slopes ; 

- glacis of denudation with steep ramps ; and, 

- continental shelf battleship. 

To summarize, two types of soil are predominant in the basin: crystalline rock 

composed of former kaolinitic materials, and soil from the alteration of montmorillonite 

materials. The former has low fertility and the second has relatively high fertility, and 

both have significant drainage. These hydromorphic and ferruginous soils are found 

mostly in the farmlands. 

However, despite the thinness of these soils the vegetation still grows, due to the 

high influence of rainfall. The vegetation evolves from south to north: savannah dotted 

with clear sparse forest, to steppe shrubs and bushes. The vegetation formation in the 

watershed is thorny and lightly wooded savannah (Andersen et al., 2005). Thorny types 

are generally stunted due to the dry climate and overgrazing (Devineau & Serpantié, 

1991). They are either widely dispersed, or form thickets in more or less parallel bands 

alternating with bare patches (striped bush). The following species are found in different 

areas of the basin: 

- Gum trees (dacryodes hexandra) that form real wooded belts around permanent 

and semi-permanent ponds and along the thalwegs; 
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- Balanitis (balanites aegyptiaca) that are scattered throughout the basin, as well as 

jujube trees (zizyphus vulgaris); 

- Baobab trees (Adansonia digita) that are sometimes near important settlements, 

particularly in the Aribinda, Bouroum, and Liptougou regions; 

- Grass (Andropogon gayanus, penissetum) that generally forms a discontinuous 

carpet, except in depressions with clay soils, where meadows of wild fonio 

(Parricum Lactum) are dominant; and, 

- Shea trees (Vitellaria paradox) and ‗‗néré‘‘ trees (Parkia biglobosa) in the 

extreme south of the watershed. 

4.2.6 Demography 

The population of the Sirba watershed is mainly situated in the provinces of 

Ganzourgou, Gnagna, Gourma, Kourittenga, Namentenga, Sanmatenga, Seno and Sourn 

in Burkina Faso, and the departments of Kollo, Say, and Tera in Niger Republic.  

The watershed has an estimated population of 1,105,209 inhabitants, and an 

average density of 28.6 inhabitants per km
2 

(Mara, 2010). The area had low population 

density until the 1980s, when it began receiving more immigrants due to its relatively 

high average rainfall compared to that of the central plateau, and the irrigation schemes in 

place. Since then the population has increased exponentially, due to the traditional gold 

mining activities in the area leading to the establishment of several gold exploitation 

sites. 

The population of the region is largely composed of four social groups. In the 

Niger section, they are mainly Zarma-Songhai and Fulani, who were there before the 

colonial penetration and occupy all the villages along the Sirba River. Touareg, who are 

somewhat nomadic and engage in farming and gardening, can also be found, as well as 

other ethnic groups such as the Hausa and Gourmantché, who are there because of the 

exploitation of the traditional gold mines in the area. In the Burkina Faso section of the 

basin, the population is comprised of three major groups: the Gourmantché and the 

indigenous majority, the Mossi and the Fulani. The first two groups are sedentary 

farmers, though now they increasingly farm livestock. The Fulani, breeders by tradition, 

now also practice agriculture. 
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4.2.7 Environmental, social and economic activities 

The Sirba watershed is largely characterized by the rural sectors of agriculture, 

livestock breeding and exploitation of forest resources. These are the main production 

activities of a weak local economy that is adversely affected by the depletion of the 

natural resource potential, poverty, recurring droughts and high population growth, all of 

which are exacerbated by the effects of climate change. The dominant socio-economic 

activities in the basin are practiced by the local population. The main economic and 

environmental issues are: 

- Increasing demographic and pastoral pressure around irrigation schemes. The 

schemes are drowning under water, and thus limit the potential cropland (see the 

case of the construction of Bilanga dam which led to farmers retreating to the 

highlands). They are also attractive places for agricultural immigrants. 

- The integration of agriculture (except in the Niger area) and livestock breeding is 

still low. Indeed, the practice of both agriculture and livestock breeding by 

farmers is increasing, and the high livestock numbers could be involved in the 

densification of agriculture (i.e. the use of ruminant manure, and cattle, donkeys 

and horses for animal traction). However, the improvements are still modest, as 

animal traction is undeveloped and only households near farms can benefit from a 

regular supply of organic manure. Raising awareness, disseminating information 

and conducting training could accelerate the process. 

- Random and decreasing rainfall dictates the actions that could contribute to better 

management of water availability. The supervision of agricultural and pastoral 

sectors should be intensified, and the mutual benefits of integration well 

understood. In addition, raising awareness of the vulnerability of ecological 

inheritance, and the need to include conservation, protection and improvement in 

production, must be initiated and/or strengthened to motivate producers to 

practice eco-development. 
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4.3. Data Presentation 

The data used in this study include climate, hydrological, land use, soil and 

topographical data. The climate data were used to develop the seasonal forecasting 

model, while the hydrological data (along with the climate data), land use, soil and 

topographical data are used to develop the Sirba hydrological model and the Niger River 

hydro-dynamical model at Niamey. 

4.3.1 Climate data   

The climate data includes rainfall (In situ daily data and satellite data) and 

atmospheric data. The In situ daily rainfall data (i.e. from observed station) was used to 

develop the seasonal rainfall and streamflow models. The satellite precipitation data and 

atmospheric data were used in the selection of potential predictors, before finalizing the 

development the rainfall forecasting model. 

a) Rainfall Data 

Two sets of rainfall data were used: observed data from rain gages, and 

precipitation data from the Climate Research Unit (CRU) database. 

i) In-situ Rainfall 

The In situ daily rainfall data is from a network of 11 rain gage stations in 

Burkina Faso and Niger. These daily rainfall were obtained from the national 

meteorological offices of Burkina Faso and Niger, and they span the period 1960-2008. 

Five of these stations are located within the watershed while the remaining six stations at 

most of 25km from the watershed boundary (see Figure 4.6). The Thiessen polygon 

method is a standard method widely used to calculate average areal precipitation (Ball & 

Luk, 1998). It was implemented to estimate average rainfall over the watershed from the 

11 rainfall time series (Table 4.2). Though there is a lack of good climate data throughout 

African, only a few gaps were found in these records, and they do not alter the quality. 

The ratio of missing data was less than 10% and varies from 0 to 7% over the observation 

period. 
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Figure 4.6 Observed rainfall and streamflow measure stations 

Table 4.2 Specifics of rainfall stations 

Station number 

(code) 
Station name 

Longitude 

(degrees: °) 

Latitude 

(degrees: °) 
Country 

320006 Torodi 1.8 13.12 Niger 

320002 Tera 0.82 14.03 Niger 

320004 Tillaberi 1.45 14.20 Niger 

320005 Gotheye 1.58 13.82 Niger 

200082 Boulsa -0.57 12.65 Burkina Faso 

200026 Dori 0.03 14.03 Burkina Faso 

200085 Bogande 0.13 12.98 Burkina Faso 

200048 Dakiri -0.27 13.30 Burkina Faso 
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Station number 

(code) 
Station name 

Longitude 

(degrees: °) 

Latitude 

(degrees: °) 
Country 

200024 Gorgadji -0.52 14.03 Burkina Faso 

200086 Piela -0.13 12.70 Burkina Faso 

200047 Tougouri -0.52 13.65 Burkina Faso 

 

ii) Climatic research unit rainfall 

The second type of rainfall data is derived from observations generated by spatial 

procedures (New et al., 2002). This dataset are monthly precipitation time series of 

Climatic Research Unit (CRU TS 3.21 0.5° global) with a spatial resolution of 0.5°  × 

0.5° and defined on latitudes 10°N–15°N, longitudes  2°W–2°E. They are high 

resolution, gridded precipitation time series which is more than the extent of Sirba 

watershed. They are sourced from the British Atmospheric Data Centre (BADC, 

http://www.cru.uea.ac.uk/cru/data/hrg/) and span the period 1901–2012 (BADC, 2015). 

In this study, the series are used as predictand to select the best potential predictors for 

the seasonal rainfall forecasting model. In general, CRU data are monthly data covering 

all land areas (excluding Antarctica) on a square grid of 0.5° latitude and longitude. 

While there are other global climate time series (Willmott & Matsuura, 2001). The CRU 

dataset provides high spatial resolution and long term coverage, as well as the most 

comprehensive compilation of surface climate variables (New et al., 2000). There is a 

free access to the different versions of CRU data, which is updated regularly. Because of 

these advantages, CRU data are used in many global studies on climate variability, and 

for hydrological modeling in West and Central Africa (Ardoin-Bardin, 2004; Held et al., 

2005; Diello, 2007; Mahé et al., 2008; Doll et al., 2003). They are chosen for their 

quality, as well as the ability to compare variations in climate with the variations in other 

phenomena. However, satellite observations are limited in such away that they locate 

good rainfall but underestimate considerably. This is because they are based on the 

assumption that the clouds whose peaks reach high altitudes give more precipitation. 

Morever the estimation of precipitation in some regions with the use of microwave data 
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from existing satellites is limited by the small steps repetition rate over a given area. The 

description of these data is presented in Table 4.3. 

b) Atmospheric data 

The third type of climate data are atmospheric, and they include Sea Level 

Pressure (SLP), Relative Humidity (RHUM), Air Temperature (AirTemp), Zonal Wind 

(UWND), Meridional Wind (VWND) and Sea Surface Temperature (SST). These 

variables are monthly NCEP-DOE Reanalysis data sourced from the National Oceanic 

and Atmospheric Administration (NOAA: http://www.esrl.noaa.gov) except the SST data 

series (NOAA NCDC ERSST version3b sst) obtained from the IRI data library 

(International Research Institute for Climate and Society: http://iridl.ldeo.columbia.edu) 

(IRI, 2015). These data span from January 1979 to August 2013, except for SST data 

which cover the period January 1960 to December 2013. The spatial and temporal 

resolutions depend on the individual variables (i.e. the provided source) and Table 4.3 

presents the entire description of these variabes. Figure 4.7 highlights the monthly 

averages of the NCEP Reanalysis 2 of relative humidity (90°N to 90°S and 0 to 357.5°E). 
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Figure 4.7 Illustrative image of mean monthly relative humidity (source: 

http://www.esrl.noaa.gov) 

 

Table 4.3 Description of atmospheric data 

Parameter Units Level 
Reference 

data 
Spatial coverage 

Temporal 

coverage 

Sea level 

pressures (SLP) 
Pa/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

15N - 45S, 

60W - 10E 

(Atlantic ocean) 

1979/01/01 

to 

2013/08/31 

Air temperature 

(AirTemp) 
°K 1000 hPa NCEP 2 

2.5°x2.5° grid 

20N - 15S, 

120W - 70W 

(Pacific ocean) 

1979/01/01 

to 

2013/08/31 

Meridional wind 

(VWND) 
m/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 

to 

2013/08/31 

http://www.esrl.noaa.gov/
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Parameter Units Level 
Reference 

data 
Spatial coverage 

Temporal 

coverage 

Zonal wind 

(UWND) 
m/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 

to 

2013/08/31 

Relative 

humidity 

(RHUM) 

% 1000 hPa NCEP 2 

2.5°x2.5° grid 

40N - 30N, 

20E - 35E 

(Mediterranean 

basin) 

1979/01/01 

to 

2013/08/31 

Sea surface 

temperature 

(SST) 

°C Surface 

NOAA 

NCDC 

ERSST 

version3b 

2°x2° grid 

39N - 15S, 

60W - 15E 

(Atlantic ocean) 

1854/01/01 

to 

2013/08/31 

Climatic 

research unit 

rainfall (CRU) 

 

mm 

 

Surface 

 

CRU 

0.5°x0.5° grid 

2°W-2°E, 

10°N-15°N 

Jan. 1901 

to 

Dec. 2012 

4.3.2 Hydrological data 

In addition to climate data, hydrological data are also used in this study to develop 

seasonal forecast models and Sirba hydrological model. The data are daily mean 

streamflow collected from five stations (see Figure 4.6). The first data from four stations 

(Table 4.4) are collected from the Directorate General for Agriculture and Fisheries 

(Direction Générale de l’Agriculture et des Ressources Halieutiques: DGARH) in 

Burkina Faso. The daily streamflow flow data collected from the flow measure station at 

Garbé-Kourou (outlet of the Sirba basin) are sourced from the Directorate General of 

Water Resources (Direction Généraele des Resources en Eau: DGRE) in Niger Republic.  

These data are characterized by missing data ratios of 0 to 47% over the period. 

Figure 4.8 shows that the annual missing data ratios are significant (>10%) at the 

beginning of the series at the Liptougou flow station until 1978, and more pronounced 

from July to October; there were missing measures in 1977. In the over 39 years the 

dataset has been used, only the periods of 1984 to 1986, 1992 to 1994 and 1999 to 2002 

are without gaps. A summary of the characteristics of these data is provided in Table 4.4. 

Also, some data related to dams (e.g. physical characteristics, operational mode) were 

supplied by the mentioned national services. They explain the flow patterns, and provide 
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useful information about dams and other waters structures in the Sirba watershed. These 

data are needed develop the Sirba SWAT hydrological model.  

Table 4.4 Hydrological stations of the Sirba watershed 

 

 

 

Figure 4.8 Gap ratios in daily flow series at Liptougou station (1973-2011) 
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Missing data variation at Liptougou 

Station 

Name 
Longitude Latitude 

Observation 

period 

Ratio of missing 

data (%) 
Country 

Liptougou 0.26 13.16 1973-2011 16.32 
Burkina 

Faso 

Manni 0.26 13.30 1973-2003 29.18 
Burkina 

Faso 

Bossegal 0.5405 12.94 1973-2004 47.43 
Burkina 

Faso 

Sebba 0.50 12.43 1981-2010 19.80 
Burkina 

Faso 

Garbé-

kourou 
1.89 13.72 1989-2002 9.7 Niger 
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4.3.3 Soil and Land use Data 

Soil and land use coverages are downloaded from the Waterbase database 

(George & Leon, 2007). The land coverage in the database has a resolution of 500m, and 

comes from the Global Land Cover Facility (Hansen et al., 1998). The soil map has a 

resolution of 1km, and was generated by the Food Aid Organization and the United 

Nations Organization for Education, Science and Culture (FAO/UNESCO, 2003). 

The land use and soil type maps are later reclassified and overlaid to represent the study 

area conditions and the threshold values for land use, soil and slope maps are set. 

4.3.4 Topographical Data 

The Sirba watershed and sub-watersheds are delineated using a 90m resolution 

digital elevation of West Africa, downloaded from the Shuttle Radar Topography 

Mission (SRTM, 2004). After the delineation (using the automatic DEM-based method), 

the watershed is divided into nine sub-basins according to the topography, in order to 

perform the spatial parameterization of the SWAT model. 

4.4. Synthesis and partial conclusion 

The geographical description of West Africa showed that the relief of this region 

is also a source for rainfall occurrence as the different mountains and the vegetation in 

Guinea Gulf play an important role in West African Sahel rainfall. The choice of the 

Sirba basin is also judicious because this area has three sub-climate zones (southern 

Sudanian zone, northern Sudanian zone, Sahelian zone) with different rainfall regime. 

The study area being central in the Sahel region makes it to be a rural area in which most 

of the land is utilized for agriculture and livestock farming. Additionally, many studies 

were conducted in this area due to the data availability over a long period at fine scale. 

The daily rainfall data and hydrological data are of good quality despite of the presence 

of some gaps. The remaining described atmospheric data were easily accessible from 

international research centers websites and they do not have missing data that could alter 

the forecasting process. It is particularly found that hydrological data are the data having 

more missing data compared to other climate and atmospheric data. All these data 
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combined to the good choice of the area would make easier the different model 

development. 
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Chapter 5. Seasonal Rainfall Forecasting 

The selection of predictors constitute the most important step in seasonal rainfall 

forecasting particularly in the Sahel, where rainfall is dependent on the WAM which in 

turn is influenced by different factors. The approach developed to select the predictors 

and the resulting products are presented in this chapter. Also, the selection of a good lag 

time is so important in dealing with seasonal rainfall forecasting, and this aspect is 

presented and fully detailed. Furthermore, in this chapter, the models developed for 

seasonal rainfall forecasting are described with a particular focus on models with 

changing parameters and the multiple change point detection algorithm. The Bayesian 

model selection method is well explained and the criteria used to find the best seasonal 

forecasting model are clearly clarified. Finally, the chapter is closed with seasonal rainfall 

forecasting using three types of regression trees and feedforward neural network. 

5.1. Selection of predictors and potential lag time 

This is a summary of the selection of predictors and the lag time as it is fully 

explained in the published Gado et al. (2015a) in Section 5.2. 

This process consisted searching for good predictors and enabling them to 

improve the seasonal forecasting skills. A preliminary screening is conducted, using a 

combination of simple correlation analysis and the physical relationship between the 

WAM and each predictor. 

First, a pool of predictors was formed based on information related to the WAM. 

It was used to test variables with a known relationship with the WAM, and to avoid those 

with no effect on the monsoon dynamics (e.g. aerosols) or the consequences of monsoon 

velocity. Another criteria was to consider predictors with the best ratio between spatial 

resolution (as fine as possible) and temporal length. 

The next step was to define a large CRU grid of rainfall that covers more than the 

extent of the Sirba watershed. The precipitation was averaged over July, August and 
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September (JAS), which was the period of highest rainfall in the Sahel. The averaging 

was done for various lengths of time, according to the length of each predictor. 

As a preliminary test, the rainfall in 1960 to 2010, 1970 to 2010, 1980 to 2010, 

1990 to 2010 and 2000 to 2010 was analyzed to determine the most favorable periods; 

that is, those with more significant signals with the pool of predictors. Based on the 

defined periods, a group of predictors was considered for the preliminary test to check the 

presence of significant correlations (R>0.5) between each predictors and CRU rainfall. 

After this first selection of the pool of predictors using the monthly precipitation time 

series of Climatic Research Unit (CRU TS 3.21 0.5° global), they were further screened 

by using the observed precipitation from the rain gage stations to detect the best 

predictors among the retained group. To do this, the method developed by Sittichok et al. 

(2014) was employed to link the observed rainfall and each predictor. 

After searching for periods with more significant signals with the set of 

predictors, the period 1970 to 2010 was selected as the best for the rainfall dataset 

(predictand), as it gave best signals in the different correlation maps. The establishment 

of synchronous correlations between predictors and predictand (i.e. the correlations 

between rainfall and predictors averaged over the JAS period) revealed good signals 

during the defined period of 1970 to 2010.   

The applied methods were able to make a clear contribution to the selection of a 

pool of predictors for developing rainfall forecasting models over the area of the Sahelian 

region. The period that yielded the best NASH (i.e. the optimal lag time) is selected for 

each tested predictor, namely AirTemp, RHUM, SLP, UWND, VWND and SST. The 

results from this process show that AirTemp, RHUM and SLP are the best predictors with 

respect to NASH values of 0.53, 0.52 and 0.46 respectively, and are also the best 

coefficients of determination and hit rate scores. 

 

 

 



 

  107 

5.2. Linear and Non-Linear Approaches for Statistical Seasonal 
Rainfall Forecast in the Sirba Watershed Region (SAHEL) 

Climate 2015, 3, 727-752; doi: 10.3390/cli3030727 
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forecasts to help stakeholders to take the adequate decisions to adapt with the 

predicted situation. Unfortunately, two decades later, the forecasting skills 

remains low and forecasts have a limited value for decision making while the 

population is still suffering from rainfall interannual variability: this shows 

the limit of commonly used predictors and forecast approaches for this region. 

Thus, this paper developed and tested new predictors and new approaches to 

predict the upcoming seasonal rainfall amount over the Sirba watershed. 

Predictors selected through a linear correlation analysis were further 

processed using combined linear methods to identify those having high 

predictive power. Seasonal rainfall was forecasted using a set of linear and 

non-linear models. An average lag time up to eight months was obtained for 

all models. It is found that the combined linear methods performed better than 

non-linear, possibly because non-linear models require larger and better 

datasets for calibration. The R
2
, Nash and Hit rate score are respectively 0.53, 

0.52, and 68% for the combined linear approach; and 0.46, 0.45, 61% for 

non-linear principal component analysis. 

Keywords: rainfall forecasting; neural network; non-linear principal 

component analysis; Sirba basin; West African monsoon; air temperature 

 

1. Introduction 

The summer rainfall of semi-arid regions of the world is known for its unreliability, which 

has a large impact on the continental hydrological cycle, water resources and food security. 

The Sahel, extending across Africa from the Atlantic Ocean to 30°E and from 12 to 17°N is 

the largest area of these regions, recording between 200 and 800mm/year from north to south, 

~80% of the rain being recorded in July–September the cool rainy season. Temperature in 

this region ranges from approximately 18 to 36 °C. The recurrent droughts and subsequent 

famines that struck the Sahel in the 1970s (1972–1974), and the 1980s (1983–1985) and 

make it unique at the global scale led the scientific community to investigate possible 

mechanisms responsible for these dramatic events and to develop forecasting models to 

help coping with such phenomena. This area experienced severe droughts almost every 

two to three years. The devastate drought in 2012 affected more than 18 million people in 

nine countries with food insecurity, high grain prices and environmental degradation. 

This 2012 crisis came after the severe drought in 2010 [1–18].  

The Sahelian rainfall pattern is season dependent and is directly related to the West 

African Monsoon (WAM). 



 

  109 

Although, the WAM‘s dynamic is better understood nowadays, the main challenge with 

regards to its variability and predictability comes from its varying teleconnections. A 

teleconnection is the linkage of climate variables between two different areas, which may 

be close or far to each other [19,20]. Teleconnections between Sahelian rainfall and the 

oceanic basins have changed quickly much since the 60‘s: the tropical Atlantic had the 

strongest influence during the years 60–70, then the equatorial Pacific (El Nino/Southern 

Oscillation) during the 80–90‘s, and the Mediterranean now [21–25]. Thus, the absence of 

well-established predictors that can be used to predict seasonal rainfall as well as streamflow 

in the Sahel partly explains why forecasts at all scales in the Sahel are tricky. Many studies 

attempted to forecast Sahelian seasonal rainfall and streamflow for the purpose to overcome 

the droughts impacts [4,7,26–33]. Unfortunately, most of these works focused on only sea 

surface temperatures (SST) over years [24,34–36]. Nevertheless, few studies attempted to 

use the atmospheric dynamics for carrying out seasonal forecasts. This prediction relies 

on the explicit simulation of major atmospheric processes [37–44]. Garric et al. [42] used 

the ARPEGE atmospheric model forced by SST anomalies and multivariate linear 

regression using SST and rainfall predictors observed before the monsoon season. They 

showed that the ARPEGE model did not give better seasonal rainfall predictions than 

simple regression systems.  

Thus, the objective of this paper is to develop a method that would identify new 

skillful predictors for seasonal rainfall in the Sahel, and to compare a set of linear models 

to non-linear ones for forecasting JAS (July to September) rainfall amounts. This would 

provide the community with actionable seasonal information that would constitutes a 

major tool for farmers, decision makers and water resources managers in this region. 

For such purpose, a pool of predictors is built by analyzing the physical influence on 

the WAM. Each predictor is tested as an input to a linear rainfall forecasting model as in 

[4]. At the end of the process, an optimal lag time and an optimal season are obtained to 

extract the predictor. Retained predictors are afterward also tested in new developed non-

linear models. Finally, the forecast skills of the two groups of models are discussed. 

2. Review of the Main Drivers of the Sahelian Rainfall Variability  

In West Africa, the rainfall pattern is firmly related to the seasonal movement of the 

inter-tropical convergence zone (ITCZ) and consequently to the development of the 

WAM circulation [45]. 

The SST constitutes a key factor in the variability of the WAM and therefore the Sahelian 

precipitations as shown in several studies [12,34,37,46–48]. The tropical Atlantic Ocean is 

considered as the principal source of moisture for West Africa. Its impact on the WAM 

system was shown since 1970s when the Sahelian rainfall deficit was associated to colder 
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SST in the north tropical Atlantic and warmer SST in the south and at the equator which 

promotes a southernmost ITCZ than the normal. These results were confirmed, and then 

extended to longer time scales by many studies [13,49–52]. However, Janicot et al. [53] 

noticed that the relationship between Sahelian rainfall and Atlantic SSTs considerably 

decreased to a point to be statistically not significant during the dry period (i.e., post 

1970). This teleconnection changed from Atlantic SST to the SST over eastern and center 

Equatorial Pacific, in agreement with the work of [54].  

A rainy season with below average rainfall in West Africa is usually associated to a 

warm period of El Niño-Southern Oscillation (ENSO). Janicot et al. [55] explained this 

link by a strengthening of the Walker circulation and a weakening of both the monsoon 

and the southern cell of the Hadley circulation. This situation leads to an increase in trade 

winds over the northern tropical Atlantic and a reduction in the water vapor in West 

Africa. Recently, a teleconnection with the Mediterranean Sea has been highlighted [56–

58]. It seems to impact the WAM system in addition to the Atlantic and Pacific [58]. 

Rowell [56] found that the influence of temperature anomalies in the Mediterranean on 

the Sahel (for 1947–1996) is of a similar magnitude with that in the Pacific. From 

numerical simulations, he showed that a warm Mediterranean sea promotes excess 

rainfall in the Sahel. Additionally, Gaetani et al. [57] pointed out that a positive 

precipitation response to warmer than average conditions in the Mediterranean Sea is 

found in the Sudano-Sahelian belt in August to September. 

Several recent papers analyzed the interactions of the different oceanic basins and the 

resulting impact on the Sahelian rainfall variability. Shaman and Tziperman [59] found 

that the interannual rainfall variability over the Mediterranean region is related to ENSO 

variability in the eastern Pacific via an eastward-propagating atmospheric stationary 

barotropic Rossby-wave train. Moreover, Lopez-Parages et al. [60] explained how the 

teleconnection with the ENSO appears modulated by multidecadal oscillations of the SST 

over the Atlantic and Pacific basins.  

With regards to the role of the land surface on the Sahelian rainfall variability, 

Webster et al. [61] indicated that the use of the moist static energy (MSE) (its three 

components: sensitive, latent and potential) could improve the rainfall forecasts in the 

Sahel. They argued that the variation in temperature between the ocean and the continent 

is responsible for the monsoon circulation; and this circulation is even better explained 

when the moisture gradient is considered. Eltahir [62], Philippon and Fontaine [63], Hall 

and Peyrillé [64] highlighted the role of these gradients on the dynamics of WAM and the 

Sahelian rainfall variability. Zheng and Eltahir [65] found that a change in vegetation 

(e.g., deforestation) on the Guinean coast has a direct substantial impact on atmospheric 

dynamics associated with the monsoon circulation through MSE gradients. Thus, some 

authors such as Wang and Eltahir [66] suggested the inclusion of vegetation dynamics in 
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the modeling exercises as it constitutes an important process for simulating Sahelian 

rainfall variability. In addition, while testing the impact of vegetation in rainfall 

variability simulation, Zeng et al. [67] found that the decadal variability is best 

reproduced when interactive vegetation is added to the model. The role of soil moisture 

on West African rainfall event is also addressed in some studies [62,68]. These authors 

emphasized that a positive anomaly of soil moisture would strengthen the monsoon 

circulation through a modification of MSE gradients Douville et al. [69], Douville [70], 

and Douville [71] found that any reduction in soil moisture in ARPEGE is associated 

with low intensities of precipitations. Thus, based on these results they concluded that 

soil moisture contributes to the interannual variability of rainfall in the Sahel.  

It therefore appears that the climate in West Africa (predominantly in the Sahel) is 

determined by interactions between global processes (e.g., sea surface temperatures) and 

regional processes (e.g., physiographic characteristics). The use of parameters related to 

these processes in seasonal rainfall forecasting models would generate more skillful 

forecasts for the Sahel.  

3. Materials and Methods 

3.1. Study Area 

The study area considered in this work is the Sirba watershed. This watershed, shared by 

Burkina Faso and Niger, is situated between latitudes 12°55'54"S–14°23'30"N and 

longitudes 1°27'W–1°23'42''E with an area of 38,750 km
2
 (Figure 1) [72]. This choice is 

motivated by the fact that the Sirba basin is central in the Sahel region, and there are 

many climate stations inside and around the basin that have been collecting climate data 

daily for more than 40 years. Another reason is that, locally, the Sirba tributary plays an 

important role in the hydrological regime of the Niger river at Niamey, as it participates 

in its Sudanian flood in September. The Sirba extends over three sub-climate zones based 

on the amount of rainfall decreasing from south to north: a southern Sudanian zone with 

mean annual rainfall between 700 and 800 mm, a northern Sudanian zone with mean 

annual rainfall ranging from 550 to 650 mm and a Sahelian zone with mean annual 

rainfall of 300 to 500 mm [73]. The largest quantities of rainfall are observed during the 

months of July to September (JAS), regardless of the climate zone. The climate is 

generally characterized by the presence of two seasons: a dry season (October to April) 

due to the Harmattan (dry wind) and a rainy season (May to September) influenced by the 

WAM (wet wind). The hydrographic network is relatively dense and consists of three 

main tributaries (Sirba, Faga and Yeli) as well as some water reservoirs from dams [71]. 

Based on the description of the rainfall pattern, the hydrological regime in the Sirba 

watershed is of Sahelian type, as it is characterized by non-sustainable flows with an 
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exoreic operation pattern. At the upper bed of the Sirba, there is a series of depressions 

with intermittent flow. However some sections of the Sirba reaches have water constantly 

during the wettest years. Its vegetation formation is thorny, lightly-wooded savannah. 

 

Figure 1. Sirba watershed and observation stations. 

3.2. Climate and Atmospheric Data  

Climate data used in this study include rainfall and atmospheric data. In situ daily 

rainfall data span the period 1960–2008, and are obtained from national meteorological 

offices of Burkina Faso and Niger. Five of these stations are located within the watershed 

while the remaining six stations are located at most 25 km from the watershed boundary 

(Figure 1). The Thiessen polygon method is a standard method widely used to calculate 

average areal precipitation [74]. It was implemented to estimate average rainfall over the 

watershed from the 11 rainfall time series (Table 1). Though there is a lack of good 

climate data throughout African Sahel, only a few gaps were found in these records, and 

they do not alter the quality. The in situ rainfall time series have less than 10% missing 

data as this ratio varies from 0 to 7% for all 11 stations over the period. Moreover, monthly 

precipitation time series of Climatic Research Unit (CRU TS 3.21 0.5° global) with a 

spatial resolution of 0.5° × 0.5° and defined on latitudes 10°N–15°N, longitudes 2°W–2°E 
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are used. They are sourced from the British Atmospheric Data Centre (BADC, 

http://www.cru.uea.ac.uk/cru/data/hrg/) and span the period 1901–2012 [75].  

The atmospheric data considered are Sea Level Pressure (SLP), Sea Surface 

Temperature (SST), Relative Humidity (RHUM), Air Temperature (AirTemp), 

Meridional Wind (VWND), and Zonal Wind (UWND). These variables are monthly 

NCEP-DOE Reanalysis data sourced from the National Oceanic and Atmospheric 

Administration (NOAA: http://www.esrl.noaa.gov) except the SST data series (NOAA 

NCDC ERSST version3b sst) obtained from the IRI data library (International Research 

Institute for Climate and Society: http://iridl.ldeo.columbia.edu) [76]. These data span 

from January 1979 to August 2013, except for SST data which cover the period January 

1960 to December 2013. The relationship of these predictors with the WAM is briefly 

described in the following paragraphs.  

Table 1. Specifics of rainfall stations.  

Station number 

(code) 
Station name 

Longitude 

(degrees: °) 

Latitude 

(degrees: °) 
Country 

320006 Torodi 1.80 13.12 Niger 

320002 Tera 0.82 14.03 Niger 

320004 Tillaberi 1.45 14.20 Niger 

320005 Gotheye 1.58 13.82 Niger 

200082 Boulsa −0.57 12.65 Burkina Faso 

200026 Dori 0.03 14.03 Burkina Faso 

200085 Bogande 0.13 12.98 Burkina Faso 

200048 Dakiri −0.27 13.30 Burkina Faso 

200024 Gorgadji −0.52 14.03 Burkina Faso 

200086 Piela −0.13 12.70 Burkina Faso 

200047 Tougouri −0.52 13.65 Burkina Faso 

(a) Zonal Wind and Meridional Wind  

Gallée et al. [77] have highlighted the importance of the meridian gradient of MSE on 

the movement of the ITCZ northward. According to their studies, MSE led the WAM and 

creates an environment favorable for deep convection over the Sahel. Thus, the spread of 

WAM to north is associated with strong gradient of MSE in the lower layers, the 

convergence result in the triggering of convection over the Sahel. These authors 

emphasized the relationship between the WAM, precipitation, the MSE, the meridian 

wind and sensible and latent heat in the Sahel. The strong north-south gradient (weak) of 

the meridian wind seems to be the result of a strong south-north gradient (weak) of MSE. 

The first maximum MSE gradient develops, followed by the maximum meridian wind. 

http://iridl.ldeo.columbia.edu/
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Then the MSE meridian gradient leads meridian wind speed and precipitation to a 

secondary maximum. In general, changes in precipitation appear to be a consequence of 

MSE with a major role of the meridian wind. 

The zonal and Meridian winds play a very important role in the flow in the middle and 

upper troposphere. Indeed, in the middle and upper troposphere, the zonal wind profile is 

dominated by three jets: AEJ (African East Jet), TEJ (Tropical East Jet) and WSJ (West 

South Jet). AEJ is at the level of 600 hPa and TEJ at 200 hPa. These two jets, which are 

located above the Sahel and Guinea, are important for the atmospheric dynamics in West 

Africa. The variation of these winds regulates the position of the AEJ, which, in turn, 

explains why during wet years (dry) for the Sahel [68,78]. Grist and Nicholson [79] 

showed evidence of AEJ above the Sahel (10°N to 15°N). JET looks very bound to the 

African monsoon. Indeed, through the Walker circulation, the intensity of the jet effect of 

the monsoon which forms the lower part of the cell [80]. Sultan [81] shows that the jet's 

installation date is a good indicator of the development of the monsoon. Finally, 

Nicholson and Grist [82] suggested that the jet is a response to precipitation but is not a 

cause of the variability of rainfall. 

(b) Air Temperature 

The impact of Air temperature on the WAM occurs through a link with atmospheric 

dynamics over West Africa. According to Fontaine et al. [83], the air temperature at two 

meters presents its maximum before the wet period (during the month of May) because of 

the maximum exposure at the top of the atmosphere and is followed by a maximum 

equivalent potential temperature (Ɵe) in August because of the maximum of the zenith 

angle of the sun. Ɵe in the lower troposphere is equivalent to MSE whose transport is due 

to the circulation of large-scale (the Hadley). But Flaounas et al. [84] and Guiavarch et al. 

[85] like other studies have clearly shown the relationship between this surface energy and 

WAM. Thus, it appears that the relationship between air temperature and the WAM is not a 

direct link but rather a role on the dynamics of WAM in terms of anomalies reflections in 

atmospheric circulation like Hadley types. 

(c) SST 

Several studies have analyzed the relationship between WAM and SSTs. Coëtlogon et 

al. [86] studied the link between WAM and the contrast between SST and the 

temperature at the coast of Guinea. According to their results, from spring to summer, a 

band of cold water settles between Ecuador and the coast of Guinea and enhances the 

temperature gradient at the surface meridian. This causes the acceleration of the WAM 

which then moves further north. The appearance of this band of cold water is attributed to 
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the process of recovery in deep and cold ocean masses ―upwelling‖, mostly due to surface 

winds. Thus, the acceleration of WAM resulted from a positive feedback system since the 

acceleration intensifies upwelling increasing itself from WAM that spreads further north. 

Moreover, Peyrillé and Lafore [87] developed a two-dimensional idealized model to 

reproduce the monsoon system in West Africa. Their study reveals the importance of SST 

in the Mediterranean. The lack of moisture transport or transport by zonal eddies above 

the African continent requires forcing external moisture advection in the Mediterranean 

to get realistic monsoon in West Africa. Thus, they show that warm SST in the 

Mediterranean entails strengthening moisture advection in the lower layers. SST of West 

Mediterranean seems to have a stronger impact on the variability of precipitation in the 

Gulf of Guinea (Sahel) [88]. Several studies suggested some links between the variability 

of SST during the season of coastal rain and precipitation, especially through the 

installation of the equatorial upwelling. Gu and Adler [89] describe, using satellite 

observations and reanalysis, the seasonal evolution of the tropical Atlantic. They show 

that, in the Gulf of Guinea, convection is modulated by seasonal forcing of the ocean and 

the SST gradient meridian. In addition, it was shown that the Pacific Ocean [34], the 

Atlantic Ocean [90], the Mediterranean [88] as well as the phenomenon El Niño-Southern 

Oscillation [10] generate atmospheric disturbances and, in this way, affect the African 

monsoon. 

(d) SLP 

A climatological analysis by Baldi et al. [91] suggests that the West Africa monsoon 

influence the central-western [92,93]. Using NCEP/NCAR global reanalysis [91] 

analyzed in detail the events characterizing summer 2002 over Mediterranean, Europe 

and North Atlantic, in particular the anomalous SST and Sea Level Pressure (SLP) fields 

relatively to the mean climate patterns Mediterranean summer, and specifically the SLP 

(weakly), the temperature and the rainfall. They also found that the overall pattern of the 

WAM changed in July, when a lower pressure developed from Iceland to central 

Mediterranean along a northwest to south-east axis, with anomalously high pressures in 

the south-west and north-east. Moreover, the summer average SLP field was similar to the 

pattern observed in July. The surface air temperature field over Mediterranean closely 

follows the sea level pressure patterns in summer (e.g., Maheras and Kutiel, [94]). They also 

run sensitivity analysis which shows how the SST anomalies can produce quantitatively 

significant anomalies in the sea level pressure patterns over North Sahel (positive). 
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(e) RHUM 

The interaction between the flows of heat from the surface of ground water and in the 

atmosphere has been studied by Lafore [95] and Fontaine et al. [88] over the period 

1979–2001. Four phases of the ITCZ (inter tropical convergence zone) were identified: 

early March, mid-April, May and late June (establishment of WAM). These phases 

appear to be sensitive to the relative humidity of last year. The interaction between these 

phases is as follows: positive anomalies in this humidity entail an increase in the 

humidity of the atmosphere, and the convergence of humidity flux- and a decrease in 

surface albedo. Therefore, the net solar radiation is strengthened on the surface but the air 

temperature in the lower layers decreases. Net radiation on the surface increases as well 

as the flow of heat to the atmosphere. This process results in the strengthening of MSE in 

the lower layers and the strengthening of the circulation of WAM. On the other hand, 

Fontaine et al. [83] showed that in the three regions in West Africa (Guinea, 6°N–10°N, 

Sudan 10°N–15°N, the Sahel 15°N–20°N), the convergence integrated moisture flux in 

the entire atmospheric column is significantly correlated with the precipitation at different 

scales. It is interesting that in the Sahel, unlike the rest of West Africa, the relationship 

between precipitation and soil evaporation (consequently the RUM) in the Sahel is almost 

linear. Moreover, Broman et al. [96] performed A K-means cluster analysis to identify 

spatially coherent regions of relative humidity variability during the two periods over 

West African Sahel. They found that correlating the cluster indices with large-scale 

circulation and SSTs indicates that the land–ocean temperature gradient and the 

corresponding circulation, tropical Atlantic sea surface temperatures (SSTs), and to a 

somewhat lesser extent tropical Pacific SSTs all play a role in modulating the timing of 

the monsoon season relative humidity onset and retreat. 

Thus, it is clear that the RUM is a link because it is connected to the mainland that can 

exert forcing on the atmospheric dynamics through which it is a reflection of abnormalities in 

the circulation of WAM. 

From the above explanation, it is clear that despite that the atmosphere has no inertia 

the predictors (SLP, AirTemp, and RUM) are connected either to the ocean or continent 

that can have a forcing on atmospheric dynamics and they are the reflections of 

anomalies in the atmospheric circulation types Hadley or Walker. Other predictors are 

related to the Pacific or the Mediterranean to the tropical Atlantic. Table 2 summarizes 

the atmospheric data and their geographical locations. 

3.3. Selection of Predictors and Optimal Lag Time  

Monthly CRU precipitation time series cover an area larger than the extent of the Sirba 

basin. They were initially used as predictand for selecting a pool of potential predictors 
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having a known relationship with the WAM, and to avoid those with no effect on the 

monsoon dynamics.  

 

Table 2. Description of atmospheric data. 

Parameter Units Level Reference Data Spatial coverage 
Regions of the 

Predictors 

Temporal 

coverage 

Sea level 

pressures 

(SLP) 

Pa/s 
1000 

hPa 
NCEP 2 

2.5° × 2.5° grid 

15N–45S, 

60W–10E  

Atlantic ocean 
1979/01/01 to 

2013/08/31 

Air 

temperature 

(AirTemp) 

°K 
1000 

hPa 
NCEP 2 

2.5° × 2.5° grid 

20N–15S, 

120E–70W  

Pacific ocean 
1979/01/01 to  

2013/08/31 

Meridional 

wind 

(VWND) 

m/s 
1000 

hPa 
NCEP 2 

2.5° × 2.5° grid 

90N–90S, 

0–180W 

Sahel (Easterly jet) 
1979/01/01 to 

2013/08/31 

Zonal wind 

(UWND) 
m/s 

1000 

hPa 
NCEP 2 

2.5° × 2.5° grid 

30N–25S  

10W–10E 

Sahel (Easterly jet) 
1979/01/01 to 

2013/08/31 

Relative 

humidity 

(RHUM) 

% 
1000 

hPa 
NCEP 2 

2.5° × 2.5° grid 

40N–30N, 

20E–35E  

Mediterranean 

basin 

1979/01/01 to 

2013/08/31 

Sea surface 

temperature 

(SST) 

°C Surface 
NOAA NCDC 

ERSST version3b 

2° × 2° grid 

39N–15S, 

60W–15E  

Atlantic ocean 
1854/01/01 to 

2013/08/31 

Climatic 

research 

unit rainfall 

(CRU) 

mm Surface CRU 

0.5° × 0.5° grid 

2°W–2°E, 

10°N–15°N 

 

 

January 1901 to 

December 2012 

These monthly precipitations time series were averaged over the season July–September 

(JAS), which is the core of the rainy season in the Sahel. As a preliminary test, different 

time periods 1960–2010, 1970–2010, 1980–2010, 1990–2010, 2000–2010 are considered 

to check the most favorable periods in terms of signals within the pool of potential 

predictors. The reason for testing these sub-periods resulted from the previously 

mentioned studies (Section 2) which showed that the teleconnections of the Sahelian 

rainfall have evolved since the 60‘s. Based on these defined periods, 13 groups (with 89 

sub-components) of predictors were considered for the preliminary test to check the 

presence of significant correlations (R > 0.5) between each predictor and CRU rainfall.  

After this first selection which relies on the CRU precipitations dataset as predictand, 

predictors were selected using the in situ rainfall (from rain gauge stations) as predictand. 
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This selection is done using the method developed in [4]. This method was employed to 

link the observed rainfall and each predictor through some statistical techniques. The 

candidate predictor was aggregated over all possible time windows (where a time 

window's length in months is an integer) during the 18 months prior to the rainy season 

onset and each of the obtained time series was used as an explanatory variable in a linear 

model having the seasonal rainfall on the Sirba watershed as explained variable.  

The choice of the period over which the predictor is averaged will impact the 

performance of the forecast. Since the best period is not known a priori, predictor data 

sets were aggregated over various periods with different lengths and different start dates. 

The periods were restricted to start at the beginning of a calendar month and finish at the 

end of a calendar month. The beginning of a period has to be later or equal to January 1st 

of the previous year (year Y-1, where Y is the year containing the rainy season for which 

the forecast is issued). 

The end of the period must be prior or equal to June 30th of year Y. Figure 2 shows 

how time windows were systematically generated. The upper bar indicates all months 

starting from January of the previous year (year Y-1) to June of the year the forecast is 

issued (year Y). In the first run, for example, only the predictor of January (Y-1) was 

selected to use as a predictor. Predictor averaged over January-February (Y-1) was used 

as a predictor in the second run. This process was iterated at one-month increments until 

June (Y) was reached as the end of the period. The process was repeated until the 

beginning and the end of the periods were June (Y). 

For each time window, a linear model linking the predictor averaged over that time 

window and seasonal rainfall on the Sirba was built as follows: 

(a) For each year Y that the predictor was available, 

(i) The predictor of year Y-1 was removed from the predictor grid; 

(ii) The rainfall of year Y was removed from the rainfall data set; 

(iii) A coefficient of correlation (R) is used to screen the remaining 

predictor data: a correlation analysis between the predictor at each grid 

point and the rainfall was computed and its level of significance (P-

value <0.05) was assessed. Once the correlation was not significant, the 

grid point was discarded. The remaining grid points were then ordered 

decreasingly; 

(iv) Afterward, a principal component analysis (PCA) was applied on the 

retained predictor gridded data from the previous step to reduce the 

number of predictors;  
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(v) Since PCA gave rise to more sets of new predictor data, a stepwise 

regression (5% confidence interval) was used to keep only grid points 

with high predictive power; 

(vi) A linear regression was fitted between the predictors and precipitation 

time series; 

(vii) The fitted linear regression was used to simulate the rainfall of year Y. 

If predictor and rainfall were in the same year (Year Y), only predictor 

and rainfall time series for that year were removed in the first step. 

(b) Then, the coefficient of determination (R
2
), Nash-Sutcliffe coefficient (Nash), and 

Hit-Rate scores (HIT) were computed to estimate the model's performance.  

 

Figure 2. Predictor averaging periods (Adapted from Sittichok et al. [4]). 

In summary, all predictors were selected according to their physical link with the 

WAM based on the hypothesis that only predictors having dynamical link with the WAM 

seem to give good forecast skills. Each of these predictors was screened through simple 

correlation test to find its link with the CRU rainfall data defined over a region covering 

more than the Sirba watershed. The main criteria used to find either the predictor should 

be retained or rejected is the correlation coefficient (R) that has to be greater or equal to 

0.5 (i.e., p-value < 0.05). The CRU rainfall was used at this stage for the purpose to have 

a good assessment of all possible predictors having impact on the WAM. The retained 

predictors were further screened based on in situ rainfall using the approach explained 

previously and summarized in Figure 2. All these steps were summarized in the new 

flowchart of Figure 3. It should be noted that the figures provided were based on leave-

one out cross validation (LOOV) which was also used is selecting the predictor. The 

LOOV was used due to the small length of data used. 

The first three (3) best predictors in terms of high Nash values were used to test the 

performance of the two sets of methods (linear approach and non-linear approach). 
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3.4. Linear Approach 

Several linear methods are applied successively for selecting the predictors and 

developing the seasonal rainfall forecast models. They include: correlation analysis, 

principal component analysis (PCA), stepwise regression, linear regression, and cross 

validation. 

They were used to perform three successive tasks: predictor selection; predictor 

dimension reduction and linear regression. The first application discarded meaningless 

predictors from the original data set using the coefficient of correlation as criteria of 

selection. At this stage, the correlation coefficient between the predictor at each grid point 

and the rainfall on the Sirba watershed was calculated and its level of significance (p-

value < 0.05) was tested. When the correlation was not significant, the grid point was 

discarded. The remaining grid points were then decreasingly ordered according to the 

correlation  

p-value. Only the best grid points were included in the analysis. Afterward, PCA was 

applied on the retained predictors to reduce their number. A forward stepwise regression 

method (5% confidence interval threshold) was then applied to keep predictors having 

only a significant predictive power.  

It should be noted that a leave-one-out cross validation was used in the model 

application to avoid the bias which might occur during the development of empirical 

equations using statistical models.  

3.5. Non-Linear Approach 

Two non-linear methods were tested for each of the three best predictors selected 

based on the correlation analysis. The description of these methods and how they are 

applied is detailed in the next paragraphs. The R
2
, Nash, and HIT were calculated to 

estimate the model‘s performance. 

3.5.1. Non-Linear Principal Component Analysis 

The non-linear principal component analysis (NLPCA) algorithm developed by [97] is 

generally considered as a non-linear generalization of standard linear PCA and was 

successfully applied in atmospheric and oceanic sciences [98–102]. The principal 

components (PCs) are generalized from straight lines to curves, thus the NLPCA helps to 

extract PCs either linear or not. This could improve seasonal rainfall forecast skills 

because it is well known that most of atmospheric/climate relationships are not linear as 

always assumed. Each predictor was first screened using R
2
 before being fed into the 

NLPCA. However, due to the high computational time of NLPCA the number of PCs is 
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narrowed in considering only the three best PCs in the process. Figure 4 presents the 

entire process of the NLPCA seasonal forecast model. More details on the way NLPCA 

model works and its difference with the ordinary PCA can be found in Scholz et al. [97]. 

 

Figure 3. Steps for the selection of predictors. 
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3.5.2. Feedforward Neural Network 

The feedforward neural network (FFNN) is just tested in this work because to show its 

performance which is somehow poor. For more details on this method, the reader can 

refer to [103–109]. 

 

Figure 4. Developed non-linear statistical approach for rainfall forecast. 

4. Results and Discussions 

4.1. Selected Predictors and Lag Time Period 

In the preliminary setting of a pool of predictors, the synchronous correlations 

between predictors-predictand (i.e., correlations between rainfall and predictors averaged 

over JAS period) have revealed the presence of the largest correlations for the period 

1970–2010. Thus, it was used as the reference study period. For instance, Figure 5 

presents the correlation between rainfall and SLP over this time period with a lag time of 

three months between the two variables.  

During the second step dedicated to selecting the predictors, the time window (or 

season) which yielded the best Nash coefficient (and therefore the optimal lag time) was 

determined. Tables 3, 4 and 5 summarize the final selected predictors used to forecast 

seasonal rainfall using combined linear methods, NLPCA and FFNN, respectively. It is 

obvious that for all models the best predictors according to the forecast skills are 

AirTemp, RHUM and SLP. In addition, the lag time (eight months lead time on average) 
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obtained for most predictors is large enough to develop early warning systems for the 

decision makers and socio-economic actors about the issue of the forthcoming rainy 

season. 

4.2. Seasonal Rainfall Forecast 

The performance of the combined linear models showed that AirTemp (from Pacific 

Tropical North), RHUM (from Mediterranean East) and SLP (from Atlantic tropical 

South) are the best predictors with respective Nash coefficients of 0.53, 0.52 and 0.46 

(see Table 3). They have also the best coefficients of determination (53%, 58%, 48%) and 

Hit rate scores (67.9%, 64.3%, 60.7%), respectively. While SST (from Atlantic Ocean) 

obtained 0.34, 43%, and 58.5% as Nash, R
2
 and Hit rate scores, respectively. These 

results from the predictors AirTemp, RHUM, and SLP seem to be better than those 

obtained  

in [4] who used linear methods to forecast seasonal rainfall in the same area based on 

Pacific and Atlantic SSTs as predictor. They obtained 0.45, 0.38 and 66.67% respectively 

for R
2
, Nash, and Hit rate score. Figures 6 and 7 present the observed and simulated 

seasonal rainfall for combined linear models. 

 

Figure 5. Correlation map between seasonal precipitation and sea level 

pressure (Da Silva analysis, sea). 
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Table 3. Combined linear methods for seasonal rainfall forecast. 

PREDICTOR NMAX* R
2 Nash 

coef. 

HIT 

Score 

Best 

period 

M1-M2** 

Lag 

period 

Sea Level Pressure (SLP) at 

1000hPa 
50 0.48 0.46 60.71 17-18 0 

Relative Humidity (RHUM) at 

1000hPa 
80 0.58 0.52 64.29 10-10 8 months 

Air Temperature (AirTemp) at 

1000hPa 
10 0.530 0.527 67.86 1-4 7 months 

Meridional Wind (VWND) at 

1000hPa 
170 0.31 0.28 53.57 5-5 8 months 

Zonal Wind 

(UWND) at 1000hPa 
190 0.33 0.324 71.43 11-11 7 months 

Sea surface temperature (SST) 30 0.43 0.34 58.54 3-6 12 months 

(**) M1=1:12 (January to December); M2=M1:18 (considered month of M1 to the next 

coming June) 

(*) NMAX: number of best grid points retained after screening the predictor grid based on R
2 

Table 4. Seasonal rainfall forecast model skills using non-linear principal 

component analysis (NLPCA). 

PREDICTOR R
2 

NASH 
HIT 

score 
Lag time Period 

Sea Level Pressure (SLP) at 1000hPa 0.32 0.31 53.57 9 months 

Relative Humidity (RHUM) at 1000hPa 0.36 0.36 53.57 7 months 

Air Temperature (AirTemp) at 1000hPa 0.46 0.45 60.71 8 months 

Table 5. Feedforward neural network (FFNN) model (single predictor) output 

for Sirba seasonal rainfall forecast. 

Predictors R
2
 Nash  HIT score (%) Lag time (months) 

AirTemp
 

0.26 0.20 48.24 4 

RHUM 0.18 0.10 29.12 4 

SLP 0.21 0.09 18.03 2 

SST 0.18 0.044 11.49 5 
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For the NLPCA model, the issued seasonal forecast skills can be judged satisfactory 

regarding the short study period considered, because non-linear models need longer study 

periods to over perform the linear ones. Results showed that the predictor AirTemp (R
2
: 

0.46; Nash: 0.45; HIT: 60.7%) was the best, and then followed by RHUM and SLP, 

respectively. It was also found that this method provides a to larger lag time compared to 

combined non-linear methods despite of its relative low forecast skills. Table 4 presents the 

model performance and the lag time, while Figure 8 illustrates some of the rainfall 

forecast obtained from the NLCPA model using, respectively, the predictors AirTemp 

and RHUM.  

Overall, the set of linear models performs better than the non-linear ones. This suggests 

that there is less benefit using non-linear methods when dealing with small samples, as found 

in previous studies [27,96,102]. 
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Figure 6. Combined linear model for seasonal rainfall forecast using SLP 

(upper panel) and RHUM (lower panel). 
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Figure 7. Combined linear model for seasonal rainfall forecast using 

AirTemp (upper panel) and SST (lower panel). 
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Figure 8. NLPCA seasonal rainfall forecast model using AirTemp (upper 

panel) and RHUM (lower panel). 
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5. Conclusions 

Two non-linear methods and a combined linear approach were used to forecast JAS (July 

to September) rainfall on the Sirba watershed, West Africa. Predictors were first screened 

using a series of steps to isolate those having the highest predictive power. At the end of the 

process three predictors, air temperature (from Pacific Tropical North), sea level pressure 

(from Atlantic Tropical South) and relative humidity (from Mediterranean East) were 

retained and tested as inputs for seasonal rainfall forecasting models. Forecast performances 

were compared using R
2
, Nash and HIT. Results showed that the combined linear approach 

performed better than the non-linear models. The best forecasts were obtained using air 

temperature as predictor (R
2
 = 53%; Nash = 0.53; HIT = 67.9%; Lead-time = 7 months). The 

next best model uses relative humidity as predictor (R
2
 = 58%; Nash = 0.52; HIT = 

64.3%, Lead-time = eight months). Nonlinear Principal Component Analysis (NLPCA) 

was the best non-linear method while FFNN performed poorly. These new predictors 

found in this study could lead to better forecasts of seasonal rainfall over West Africa, an 

issue which has challenged forecasters over many years. This paper also helped 

understanding that non-linear methods could also be used instead of the usual linear 

methods. The specificity of this work is the use of other predictors rather than the SST 

which gave acceptable results than the SST. However, the limit of the approach resides 

on the small length of data used. Therefore, to generalize the results for other scientists, it 

is recommended that during the forecast a Sahelian global index must be constructed 

using CRU data while examining its correlation with the index of the watershed and the 

skill of models. As a future step of this work, a multi-model approach will be used to 

compare the resulting skills to that of the best model. 
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5.3. Seasonal Rainfall Forecasting with Changing and Constant 
Parameters 

The different seasonal rainfall forecasting models developed and the achieved 

results were published in Gado et al. (2015b) in section 5.4. However, a summary is 

provided to make more comprehensive the entire approach. 

Rainfall forecasting models often arbitrarily assume that rainfall is linked to 

predictors by a multiple linear regression, with parameters that are independent of time 

and predictor magnitude. Two probabilistic methods, based on change point detection 

that allows the relationship to change according to the amount of time or rainfall, were 

developed in this work using normalized Bayes factors. Each method uses one of the 

following predictors: SLP, AirTemp and RHUM. Method 1 (M1) allows for change in 

model parameters according to annual rainfall magnitude, while method 2 (M2) allows 

for changes in model parameters with time. M1 and M2 were compared to the classical 

linear model with constant parameters (M3) and to the climatology (M4). The Bayesian 

approach is used here to select the best seasonal rainfall forecasting model from 

developed models with changing parameters, and those with constant parameters. In the 

Bayesian model selection, posterior and prior probabilities of models and observed data 

were first computed (see Equation (5.1)). 

                    
(                                 )

                
         (5.1) 

where,                 ∏            
 
   , i is the year of the forecasted rainfall, and 

n is the number of years.  

All twelve models were considered when applying Equation (5.1). The ratio of a model‘s 

posterior probability to that of observations constitutes a comparative criterion after 

normalization. For this purpose, the normalized Bayes factor Bf (see Equation (5.2)) was 

used for all competing models, in order to provide a weighted comparison of the 

likelihood of each model, given the observed data. Bf compares the posterior likelihood of 

data d of a given model Mi, to that of the reference model Mr. For details on the Bayes 

factor, refer to Min et al. (2007). 

   
          (   ⁄ )

          (   ⁄ )
    (5.2) 
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Selection of the best seasonal rainfall forecasting model required analyzing the 

Bayes factors for all 12 models, with the model having a consistently favorable Bf being 

the best model. In addition, the evolution of likelihoods of forecasted seasonal 

precipitation (JAS) for each model was checked with graphical representation. The graph 

shows the likelihood of each forecasted rainfall value on a colored scale; where red and 

blue tend toward a probability of 1 and 0 respectively. 

The Bayesian change point detection method was based on a multiple change 

point detection algorithm. This method was adopted because it can handle an unknown 

number of changes, and it displays the complete probability distribution of the dates of 

the changes. It can also evaluate abrupt changes in the relationship between the principal 

and the number of relevant explanatory variables. In these cases, the estimated trend for 

each segment of the time series is performed based on proxies. A full description of the 

model algorithm is given in section 5.4. 
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ABSTRACT 

Study region: The Sirba watershed, Republic of Niger and Burkina Faso, West Africa 

Study focus: Water Resources Management in the Sahel region, West Africa, is 

extremely difficult because of high inter-annual rainfall variability. Unexpected floods 

and droughts often compromise economic activities and sometime lead to severe 

humanitarian crises. Seasonal rainfall forecasting is one possible way to increase 

resilience to climate variability by providing information in advance about the amount of 

rainfall expected in each upcoming rainy season. Rainfall forecasting models often 

arbitrarily assume that rainfall is linked to predictors by a multiple linear regression with 

parameters that are independent of time and of predictor magnitude. Two probabilistic 
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methods based on change point detection that allow the relationship to change according 

to time or rainfall magnitude were developed in this paper using Normalized Bayes 

Factors. Each method uses one of the following predictors: Sea Level Pressure (SLP), Air 

Temperature (AirTemp) and Relative Humidity (RHUM). Method M1 allows for change 

in model parameters according to annual rainfall magnitude, while model M2 allows for 

changes in model parameters with time. M1 and M2 were compared to the classical linear 

model with constant parameters (M3) and to the climatology (M4).  

New hydrological insights for the region: The model that allows a change in the 

predictor-predictand relationship according to rainfall amplitude (M1) and using 

AirTemp as predictor is the best model for seasonal rainfall forecasting in the study area. 

 

Keywords: change point detection; seasonal rainfall forecast; Bayes factor; Sirba 

watershed; West Africa 
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1. Introduction 

Several studies show the degree to which West Africa is vulnerable to climate 

variability, including those by Gianini et al. (2008) and Christensen et al. (2007). The 

Sahelian rainfall pattern is season dependent and is directly related to the West African 

Monsoon (WAM) which dynamic is yet to be fully understood by climatologists (Mohino 

et al., 2011; Caminade and Terray, 2010; Biasutti et al., 2008; Camberlin et al., 2001; 

Rowell, 2001, 2003; Janicot et al., 2001; Palmer, 1986). This lack of knowledge about the 

WAM dynamic is part of the reason for which forecasts in the Sahel at all scales are 

problematic. The uncertainty in the forecasts directly affects local populations (Hayes et 

al., 2005). Indeed, the lack of awareness of the short and medium term evolution of 

rainfall and streamflows often results in populations being poorly prepare to cope with 

increasingly frequent climate extremes, including lack of precipitation, and floods and 

their direct corollaries such as lower crop yields, total loss of agricultural production or 

the destruction of economically valuable infrastructure, such as roads and dams (Tarhule, 

2005; Samimi et al., 2012). Recurrent droughts also regularly affect agricultural 

production, streamflows often take authorities and largely rural local populations by 

surprise, despite over a decade of publication of seasonal forecasts in West Africa 

(PRESAO: Prévision Saisonnière en Afrique de l’Ouest. Hamatan, 2002; Ogallo et al., 

2000). In such an unstable situation, any scientific information regarding the short (24 

hours) and medium (6 months) terms of rainfall and streamflow trends becomes a crucial 

tool for decision-making and water resources management. Agriculture, the primary 

socio-economic activity in the Sahelian zone, could be more efficient if, local and reliable 

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1016/j.ejrh.2015.05.001
http://creativecommons.org/licenses/by-nc-nd/4.0/
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seasonal information was available to help farmers make critical agricultural decisions 

(Hansen, 2002). Thus, the development of seasonal rainfall and streamflow forecast 

models is highly anticipated by all concerned, particularly the rural population, as it 

would enable effective use of climatic information that would help ensure food security. 

The models would increase resilience to climate variability by providing advance 

information about the expected amount of rain or runoff in the next rainy season (Hansen 

et al., 2011). 

Relevant efforts of the scientific community are based on three different but 

complementary approaches (Hastenrath, 1995): dynamical (based purely on numerical 

models), statistical (based purely on statistics) and hybrid statistical-dynamical (a 

combination of statistics and numerical models). 

The dynamical approach is based on numerical models of physics and dynamics 

equations that describe the climate system (Kumar et al., 1996; Brankovic and Palmer, 

1997; Palmer et al., 2000; 2004). The statistical approach consists of establishing a direct 

relationship between the state of the atmosphere or ocean at the moment of the forecast 

and during event occurrences (e.g. precipitation) within the period of a few months or 

weeks (Schepen et al., 2012; Lopez-Bustins et al., 2008). The existence of sufficiently 

strong and robust physical links between certain variables is regarded as foreseeable, and 

is the basis of the statistical forecast. The hybrid statistical-numerical approach also 

known as model output statistics (MOS), is a combination method based on the principle 

of applying statistical methods to the output obtained from numerical models, in order to 

perform further analysis. 

Statistical models are quite popular, given their ease of development and the 

limitations of dynamical models (Sittichok et al., 2014; Ibrahim et al., 2014; Mara, 2010; 

Bouali, 2009; Biasutti et al., 2008; Hayes et al., 2005; Philippon and Fontaine, 2002; 

Janicot et al., 2001; Hunt, 2000; Thiaw et al., 1999). However, it is notable that all 

models developed from these studies arbitrarily consider the relationship between the 

predictors and the predictand (rainfall in the Sahel) to be independent of time and rainfall 

magnitude.  

The objective of this paper is to depart from that hypothesis to develop statistical 

seasonal rainfall forecasting models with changing parameters, and to instead compare 

the new models to the classical linear model with constant parameters and to the 

climatology.  

First, a linear rainfall forecasting model is developed for each of the predictors under 

consideration, as in Sittichok et al. (2014). At the end of the process, an optimal lag time 

and optimal season are obtained to average the predictor. Using the latter lag time and the 

predictor time series, new models are developed that allow the linear regression 

parameter to change according to time or rainfall amplitude. The performance of the new 

models is then compared to that of the original linear model, and to a model representing 

the rainfall climatology in the study area. 
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2. Materials and methods 

2.1 Study area 

The area under study considered in this work is the Sirba watershed, a transboundary 

watershed, shared by Burkina Faso and Niger, located between latitudes 12°55'54"- 

14°23'30"N and longitudes 1°27'W-1°23'42''E with an area of 38750 km
2
 (Mara, 2010). 

Fig. 1 depicts the geographical situation and characteristics of the area, which is 

influenced by three sub-climate zones based on the decrease of rainfall from south to 

north: the southern Soudanian zone with mean annual rainfall of 700 to 800mm, the 

northern Soudanian zone with mean annual rainfall of 550 to 650mm and the Sahelian 

zone with mean annual rainfall of 300 to 500mm (Taweye, 1995). Most of rainfall occurs 

from July to September (JAS), regardless of the sub-climate zone. The climate is 

characterized in part by having only two seasons: a dry season (October to April) due to 

the harmattan (dry wind) and a rainy season (May to September) influenced by the WAM 

(cold wind) (Descroix et al., 2009). The hydrographic network is relatively dense, and 

consists of three main tributaries (Sirba, Faga, and Yeli) plus a few dam water reservoirs 

(Mara, 2010). Based on descriptions of the rainfall pattern, the hydrological regime in the 

Sirba watershed is the Sahelian type, and its vegetation formation is thorny, lightly-

wooded savannah (Andersen, 2005; Descroix et al., 2009). The reason for choosing the 

Sirba basin is threefold. First, it is located approximately in the middle of the Sahel 

region, so, it is influenced by the climate characteristics of both northern Sahel and the 

Sahara desert, and southern Sahel and the Sudanian savanna. Second, there are many 

climate stations inside and around the basin that collect climate data daily. And third, 

there is more than 40 years of precipitation data available.     
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Fig. 1. Location map of the Sirba watershed and its hydro-meteorological stations 

2.2 Climatic Data 

The predictand in this study is the average seasonal precipitation in the Sirba 

watershed. It was calculated using daily rainfall data that was recorded by a network of 

11 rain gage stations in Burkina Faso and Niger, from 1960-2008. The rainfall time series 

were provided by the national meteorological offices of Burkina Faso and Niger. Five of 

the stations are located within the watershed, and the remaining six are a maximum of 

25km from the watershed boundary (see Fig. 1). Using the 11 rainfall time series, the 

Thiessen polygon method was applied to estimate the average rainfall in the watershed. 

The atmospheric data are Sea Level Pressure (SLP), Relative Humidity (RHUM), Air 

Temperature (AirTemp), Zonal Wind (UWND) and Meridional Wind (VWND). The 

variables are monthly NCEP-DOE Reanalysis data obtained from the National Oceanic 

and Atmospheric Administration (NOAA: http://www.esrl.noaa.gov). They relate to the 

grid 90° N-90° S latitudes and 0° E-357.5° E longitudes, and span the period from 

January 1979 to August 2013. Tables 1 and 2 present the rainfall and atmospheric data, 

respectively. 

 

http://www.esrl.noaa.gov/
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Table 1  
Details of rainfall stations 

Station number 

(code) 
Station name Longitude Latitude Country 

320006 Torodi 1.8 13.12 Niger 

320002 Tera 0.82 14.03 Niger 

320004 Tillaberi 1.45 14.20 Niger 

320005 Gotheye 1.58 13.82 Niger 

200082 Boulsa -0.57 12.65 Burkina Faso 

200026 Dori 0.033 14.03 Burkina Faso 

200085 Bogande 0.13 12.98 Burkina Faso 

200048 Dakiri -0.27 13.30 Burkina Faso 

200024 Gorgadji -0.52 14.03 Burkina Faso 

200086 Piela -0.13 12.70 Burkina Faso 

200047 Tougouri -0.52 13.65 Burkina Faso 

 

 

Table 2 

Description of climate variables 

Parameter Units Level Reference data Spatial coverage 
Temporal 

coverage 

Sea level pressures 

(SLP) 
Pa/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Air temperature 

(AirTemp) 
°K 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Relative humidity 

(RHUM) 
% 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Meridional wind 

(VWND) 
m/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Zonal wind 

(UWND) 
m/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 
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2.3 Selection of the optimal lag time for each predictor 

Monthly precipitation time series from the Climatic Research Unit (CRU TS 3.21 

0.5° global), with a spatial resolution 0.5° x 0.5° defined on 2° W-2° E longitude, and 10° 

N-15° N latitude (covering more than the area of Sirba basin) were initially used as 

predictand for selecting a pool of potential predictors for seasonal rainfall forecasting. 

After establishing the pool of predictors, the observed precipitation from rain gage 

stations was used to determine the best predictors in the group. The method developed by 

Sittichok et al. (2014) was used to link the observed rainfall with each predictor, and the 

candidate predictor was aggregated over all possible time windows (with a time window 

length in months is an integer) in the 18 months prior to the rainy season. Each of the 

obtained time series was used as input to a linear model linking it to the seasonal rainfall 

on the Sirba watershed. How the periods are generated is shown in Fig. 2. For each 

period, a linear model linking the predictor averaged over that period and seasonal 

rainfall on the Sirba is built as follows: 

1. For each year Y that the predictor was available. 

i) the predictor of year Y-1 was removed from the predictor grid; 

ii) the rainfall of year Y was removed from the rainfall data set; 

and, 

iii) the dimension of the remaining predictor data set was reduced 

using the coefficient of determination (R
2
) to screen predictor 

gridded points and obtain a small number of predictors. 

Principal component analysis (PCA) was then applied on the 

remaining predictor gridded data from the previous step to 

reduce the number of predictors 

2. A linear regression was fitted between the predictor and precipitation time 

series. 

3. The fitted linear regression was used to simulate the rainfall of year Y. If 

predictor and rainfall were in the same year (Year Y), only predictor and 

rainfall time series for that year were removed in the first step. 

4. When the simulated rainfall was available for every year in the historical 

period, the objective functions R
2
, Nash, and Hit-Rate score were 

calculated to estimate the model‘s performance. 

The period that yielded the best Nash coefficient (i.e. the optimal lag time) is then 

selected. Table 3 summarizes the final selected predictors used in this study to forecast 

seasonal rainfall. 
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Fig. 2. Predictor averaging periods 

Table 3 

Selected predictors with their lag time for seasonal forecast 

Predictors NMAXb R
2
 Nash 

HIT 

Rate 

Score 

Best 

period 

M1-M2a 

Lagged 

Period 

Sea Level Pressure  

at 1000hPa 
50 0.48 0.46 60.71 17 – 18 0 

Relative Humidity  

at 1000hPa 
80 0.58 0.52 64.29 10 – 10 8 months 

Air Temperature  

at 1000hPa 
10 0.530 0.527 67.86 1 – 4 14 months 

(a) M1=1:12 (January to December); M2=M1:18 (considered month of M1 to the next coming June) 

(b) NMAX: number of best grid points retained after screening the predictor grid based on R
2 

2.4 Seasonal forecasting models with changing parameters 

The adapted algorithm of the Bayesian change point detection method is presented 

before describing the developed models with changing parameters. 

2.4.1 Multiple change point detection algorithm 

Change points can be defined as discontinuities of time series that normally exist in 

climate data (Reeves et al., 2006). They can occur for many reasons, including, observed 

station movement, changes in recording equipment, changes in measurement techniques, 

environmental changes and climate change effects such as shifts in climate regimes 

(Lund and Reeves, 2002). There are many methods in the literature to detect and correct 

change points in various fields of research (Vincent, 1998; Begert et al., 2005; Beaulieu 

et al., 2005, 2009; Fearnhead, 2006; Seidou et al., 2007; Seidou and Ouarda, 2007; 

Villarini et al., 2011). Indeed, the Bayesian method for change point analysis is one of the 

most popular techniques, as it helps obtain the statistical distribution for the dates of 
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change as well as the distribution for the other parameters in the model (Sarr et al., 2013; 

Seidou et al., 2007; Seidou and Ouarda, 2007; Xiong and Guo, 2004; Perreault et al., 

2000; Gelfand et al., 1990; Barry and Hartigan, 1993). In this study, the Bayesian change 

point method proposed by Seidou and Ouarda (2007) is employed to evaluate abrupt 

changes in mean or direction of trends for climatic variables. This method was adopted 

because it handles an unknown number of changes and displays the complete probability 

distribution of the dates of the changes. The Bayesian change point detection model used 

in this present case can also evaluate abrupt changes in the relationship between the 

principal and a number of relevant explanatory variables. In these cases, the estimated 

trend for each segment of the time series is performed based on proxies.  

A brief description of the model algorithm follows. Readers can refer to Seidou and 

Ouarda (2007) and Ehsanzadeh & Adamowski (2010) for further details. 

Let   (      …    ) be the n-sample of observations representing the response 

variable, m be the unknown number of change points and         …       . Let      

be observations from time t to time s;     (             …   )(   )  Then, for 

    …       the     segment is the set of data observed between        and   . A 

parameter    is associated with the     segment and  (  ) denotes the prior distribution 

of   . As established by Fearnhead (2006), the posterior probability of change points is 

given by: 

      (      ⁄ )   (    ) (    )  (  )  ( ) 

          (1) 

      (      ⁄      )   (         ) (    ) (       )  (      ) 

        …    

where ( ) is the probability distribution of the time interval between two consecutive 

change points, and    is the probability distribution of the first change point. For     

and          

 (   )  ∫∏  (   ⁄ 
   ) ( )   is the probability of   and   belonging to the same 

segment.  ( ) is the likelihood of segment      given a change point at    , and  is 

derived from a recursive relation using  (   ) and both   and    (see theorem 1, 

Fearnhead, 2006). 

Now, let   (        …      ), and     …     denote the set of    explanatory 

vectors including any intercepts. Thus, the multiple linear regression can be written as: 

   ∑          
  

       …    or                             (2) 

where   (      …     ) is the vector of the regression parameters and   

(      …     ) is the Gaussian vector of residuals with mean zero and variance   . Note 

that relation (1) changes after each change point and is recomputed for each segment. In a 

given segment, the parameter vector   is defined as: 

  (      …       )     (3) 
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and it follows that: 

 (   ⁄ )  
 

    
   (    (

   ∑      
  

   

 
)

 

)            (4) 

In this study, the prior distribution to be used depends only on the scale parameter   

and as such: 

  ( )    ( )   (    ⁄ )  
      ( 

 
   )

 
   
  

   
  (

   
 )

                  ( ) 

where a and c are the hyper parameters. Hence, as shown in Seidou & Ouarda (2007), in 

this setting the posterior probability of the change point displayed in Equation (1) is given 

by: 

 (   )  (  )
  

 

( (    
       ))

(       )
  (

        

 )

(  )
   
 |    

     |    (
   

 )
           ( ) 

In this study, parameter a in Eq. (6) is fixed at 2, so that the prior distribution is non-

informative. 

The Bayesian change point detection model first estimates the posterior distribution 

of probability of the number of changes. The most probable number of detected changes 

(associated with the highest probability of occurrence) is then selected as the number of 

change points observed in the data series. Conditional on this number, the Bayesian 

inference then provides the time position of detected changes and their respective 

(posterior) distribution of probability of occurrence. Finally, the magnitude of the 

detected changes is determined. The identified changes could represent shifts in the 

mean, changes in the direction of a trend, or a combination of both. 

2.4.2 Model M1 

Model M1 was developed to detect potential changes in the relation between 

predictor and predictand and assumes that the relationship changes with precipitation 

amplitude. To obtain the forecast for a given year i (i=1979 - 2002) the model is applied 

as follows: 

1. Year i is removed from the predictor and predictand time series. 

2. Stepwise regression is used to fit a linear relation between the predictor and the 

predictand in the remainder of the series, and an initial forecast assuming a single 

equation for all points is issued. The equation is also used to issue an initial 

forecast for year i. 

3. The data is sorted in increasing order of the forecasted predictand from step 2, and 

a new position i1 is assigned to year i. The initial forecast for year i is between the 

initial forecast for year i1 and the initial forecast for year i1+1. 
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4. The change point detection method by Seidou et al. (2007) is applied to the 

remaining data. The method generates 1,000 time series of length N-1, with a 

random number of change points at random locations. The density of the change 

points in a given time interval is proportional to the probability of change in that 

interval (Seidou et al., 2007). 

5. For each of the 1,000 generated sequences of change points, stepwise regression 

is applied to fit a linear relation between the predictor and predictand on any 

segments delineated by the change points, and, both the optimal (least square) 

forecast and the standard deviation of the residual are calculated. If m is the order 

of the current generated sequence of change points, i is in the k
th

 segment, x1, 

x2,...,xn the values of the predictors for year i and   
   ,  𝟐

   , ...,  
    are the 

coefficients of the equation for the segment k, then the least square estimate is 

�̂�    
      

        𝟐
     𝟐      

       

6. Ten probabilistic forecasts are generated by sampling ten values from a normal 

distribution. The mean of the normal distribution is the least square forecast and 

its standard deviation is the standard deviation of the forecasts. 

7. The 10,000 forecasts for year i are used to calculate the empirical probability 

density of the forecast. The estimate of the distribution is nonparametric, uses a 

normal kernel function, and is evaluated at 1,000 equally spaced points that cover 

the range of the data set.  

At the end of the process, a probability density function is obtained for the forecast in 

year i. 

2.4.3 Model M2 

Model M2 is similar to M1, except that it assumes that the predictand-predictor 

relationship changes with time (i.e., the regression parameters change over time). The 

same approach as in M1 was followed, but there was no ordering of the data set after 

each exclusion of year i (i=1979 - 2002).  

1. Year i is removed from the predictor and predictand time series. 

2. The Seidou et al. (2007) change point detection method is applied to the 

remaining data. The method generates 1,000 time series of length N-1, with a 

random number of change points at random locations. The density of change 

points in a given time interval is proportional to the probability of change in that 

interval (Seidou et al., 2007). 

3. For each of the 1,000 generated sequences of change points, stepwise regression 

is applied to fit a linear relation between the predictor and predictand on any 

segments defined by the change points. Both the optimal (least square) forecast 

and the standard deviation of the residual are calculated. If m is the order of the 

current generated sequence of change points, i is in the k
th

 segment, x1, x2, ... , xn, 
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and the values of the predictors for year i and   
   ,   

   , ... ,   
    are the 

coefficients of the equation for segment k, then the least square estimate is  

 ̂    
      

         
           

       

4. Ten probabilistic forecasts are generated by sampling ten values from a normal 

distribution. The mean of the normal distribution is the least square forecast and 

its standard deviation is the standard deviation of the forecasts. 

5. The 10,000 forecasts for year i are used to calculate the empirical probability 

density of the forecast. The estimate of the distribution is nonparametric, uses a 

normal kernel function, and is evaluated at 1,000 equally spaced points that cover 

the range of the data set. 

At the end of the process, a probability density function is obtained for the forecast in 

year i (i=1979-2002). 

Fig. 3 recapitulates the steps involved in the models M1 and M2. 
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Fig. 3. Steps in seasonal rainfall forecasting models with changing parameters M1 and M2 (All 

steps are followed except Step 1 which is not included while using model M2) 
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2.5 Seasonal forecasting models with constant parameters 

Two models with constant parameters were developed and tested in order to find the best 

seasonal rainfall forecast model. The first method (M3) is the classical linear model with 

constant parameters, and the second (M4) is based on the climatology. 

2.5.1 Model M3 

In model M3, no change points are assumed in the linear regression between 

predictand and predictors. The model M3 is applied as follows (see Fig. 4): 

1. Year i is removed from the predictor and predictand time series. 

2. Stepwise regression is used to fit a linear relation between the predictor and 

predictand. Both the optimal (least square) forecast and the standard deviation of 

the residual are calculated. If i is in the k
th

 segment, x1, x2, ... , xn, and the values of 

the predictors for year i and   
 ,  𝟐

 , ... ,   
  are the coefficients of the equation for 

the segment containing i, then the least square estimate for year i is  �̂�    
  

  
      𝟐

   𝟐      
     

3. Ten probabilistic forecasts are generated by sampling ten values from a normal 

distribution. The mean of the normal distribution is the least square forecast and 

its standard deviation is the standard deviation of the forecasts. 

4. The 10000 forecasts for year i are used to calculate the empirical probability 

density of the forecast. The estimate of the distribution is non-parametric, uses a 

normal Kernel function, and is evaluated at 1000 equally spaced points that cover 

the range of the data set.  

At the end of the process, a probability density function is obtained for the forecast in 

year i (i=1979 to 2002). 
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Fig. 4. Graphical description of model M3 

2.5.2 Model M4 

Under model M4, the climatology is used to estimate the seasonal rainfall. The 

probability density of the forecast is a normal distribution in which the average observed 

precipitation is the mean and the standard deviation is the standard deviation of the 

observed precipitation (see Fig. 5). Model M4 is applied as follow: 

1. Year i is removed from the predictor and predictand time series. 

2. The average and the standard deviation of the observed precipitation are 

calculated on the remainder of the data. 

3. The probability distribution of the forecast is generated at 1,000 points over the 

range of the data, using a normal distribution. The mean of the normal distribution 

is the average observed precipitation, and the standard deviation is the standard 

deviation of the observed precipitations.  

4. The 10,000 forecasts for year i are used to calculate the empirical probability 

density of the forecast. The estimate of the distribution is nonparametric, uses a 

normal kernel function, and is evaluated at 1,000 equally spaced points over the 

range of the data set.  

At the end of the process, a probability density function is obtained for the forecast in 

year i. 
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Fig. 5. Schematically presentation of model M4 using climatology 

2.6 Bayesian model selection 

In this paper, the Bayesian approach is used to select the best seasonal rainfall 

forecast model from developed models with changing parameters and those with constant 

parameters. The posterior and prior probabilities of the models and the observed data 

were computed first (see Eq. (7)). 

                    
(                                 )

                
         (7) 

where,                 ∏            
 
    

i is the year of forecasted rainfall and, n is the number of years.  

To apply Eq. (7), all twelve models (i.e. M1, M2, M3, and M4 used with each of the 

three predictors) were considered. The ratio of a model‘s posterior probability to 

observations constitutes a comparative criterion after normalization. Normalized Bayes 

factors Bf (see Eq. (8)) were calculated for each model to facilitate comparison between 

the models‘ results, and to provide a weighted comparison of the likelihood of each 

model given the observed data. Bf compares the posterior likelihood of data d of a given 

model Mi to that of the reference model Mr. For more details about Bayes factors, refer to 

Min et al. (2007). 

   
          (   ⁄ )

          (   ⁄ )
    (8) 

Selection of the best seasonal rainfall forecast model required analysis of the Bayes 

factors for all 12 models. Table 5 demonstrates how to interpret Bayes factor. There is 

strong evidence favorably supporting model Mr (a reference model) and Mi (a given 
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model), when Bf is less than 1/10 and higher than10, respectively.  In contrast, Bf between 

1/3 and 3, meant that both the Mr and Mi models are weak models. Hence, the best 

forecast model is the one for which Bf is always favorable in terms of value. In addition, 

the evolution of likelihoods of forecasted seasonal precipitation (JAS) was confirmed via 

a graphical representation of each model. The graphs show the likelihood of each 

forecasted rainfall value on a coloured scale, where red and blue represent a probability 

of 1 and 0, respectively. 

The entire methodology used in this work is summarized by the flowchart presented 

in Fig. 6. 

 

Fig. 6. Selection process of best seasonal rainfall forecast model 
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2.7 Performance measures 

In this study, the relative performances of the four rainfall seasonal forecasting 

models (M1, M2, M3 and M4) were compared quantitatively using the Nash-Sutcliffe 

criterion (Nash). This criterion was chosen because it can present the differences in 

magnitude between observed and simulated data during the entire time period. The best 

Nash value equates to the best performance. 

The performance of each model (under each predictor) was further evaluated based 

on two other criteria: i) the number of forecasted values per model with high likelihoods 

(e.g. 80-100%); and ii) the model‘s performance if the data support it favorably, based on 

Bayes factors; if so it is deemed to have credible high performance. 

Therefore, the model is considered to perform better if almost 100% of its forecasted 

values have high likelihoods, which is clearly indicated by the red plot on the graph. The 

opposite (i.e., low likelihoods) is plotted in blue.  

3. Results and discussions 

3.1 Changes in relationship 

It was found that the linear relation between the predictor and predictand 

systematically displayed the presence of one or more change points. The probability of 

change, as well as the conditional probability of the change points, was calculated 

according to the work of Seidou and Ouarda (2007). Table 4 summarizes the number of 

change points and their respective locations for each model. It was observed that the 

number of change points varies between models. Fig. 7 shows the output of model M1 as 

a histogram representing the probability of occurrence of the first change in the data, in 

the case of AirTemp. The weight at the first date (position) is the probability of no 

change. Clearly, the effectively localized histogram indicates that the position of the 

change is well identified. It was assumed that no change occurs when the weight is above 

0.5, and, when the probability of change is above 0.5, the position of the change was 

assumed to be beyond the first year that had the highest probability. Thus, in Fig. 7 at 

year 1990 (lower panel at position 12) it was observed that the probability of change is 

55%, and the probability of no change is 45%. The conditional probability of the existing 

change point is also given, and shows there is a 60% chance of change at position 12. 
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Fig. 7. Histogram of change point detection result for model M1 

Table 4 

Number of change points and their most probable locations for each model 

Models Number of change points Position of changes 

M1a 1 1992 

M1rh 1 1990 

M1s 1 1990 

M2a 1 1990 

M2rh 1 1990 

M2s 1 1992 
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3.2 Performance of forecasting models 

The relative performance of the four rainfall seasonal forecasting models described in 

Sections 2.4 and 2.5 was obtained using the observed and forecasted seasonal time series. 

The results showed Nash values of 0.76, 0.52, 0.46 and 0.58 for models M1, M2, M3 and 

M4 respectively. Since the objective function used to present the forecast skill is Nash, 

the best performance equates to the best Nash, which indicated that model M1 

outperformed the others, followed by model M4. 

The limitations of model M3 could be because, unlike the Nash criteria, regression is not 

suitable for measuring the difference in magnitude of both the observed and simulated 

data. As for model M2, its limitations are the result of the imposed condition that makes 

the rainfall-predictor relationship change over time. Models M1 and M4 seems to 

perform acceptably. 

Considering the performance of the models under each of the three predictors, it is 

interesting that for the models using AirTemp as the predictor, 92%, 38%, 81%, and 54% 

of the forecasted values have high likelihoods for models M1, M2, M3 and M4, 

respectively. Thus, the strongest model is M1a, followed by M3a, M4a and M2a. For 

models using RHUM as the predictor, the performance of the models in decreasing order 

is M1rh, M4rh, M2rh, and M3rh, as they have 86%, 79%, 29%, and 28% of forecasted 

values with high likelihoods, respectively. For the last predictor SLP, the performance of 

each model is shown by the inequalities M4s>M1s>M2s>M3s, as models M1, M2, M3, 

and M4 have 86%, 59%, 36%, and 89% of forecasted values have high likelihoods, 

respectively. 

3.3 Selection of the best model 

Selection of the best seasonal rainfall forecast model involved analyzing the Bayes 

factors for all model combinations, and visually examining the location of seasonal (JAS) 

precipitation on a graphical representation of each model's posterior likelihood. If the 

observations are largely in areas of high likelihood according to a given model, that 

model is deemed credible. Figs. 8-10 present the graphs for models M1, M2 and M3. On 

each graph, some rainfall values were in the red range (high probability) and others were 

in the blue range (low probability). Analysis of the evolving likelihoods (Fig. 8) found 

that 22 of the 28 forecasted rainfall values under model M1 using AirTemp are in the red 

range, which indicates high probability.  
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Fig. 8. Evolving probabilities of forecasted seasonal rainfall from M1 using Air Temperature 

Figs. 9 and 10 show the evolving likelihoods of forecasted seasonal precipitation for 

models M2 and M3, respectively. On these graphs, most of the forecasted seasonal 

rainfalls tend toward blue (i.e. low probability). In models M2 and M3, only 29% and 

36% of the observations fall in areas of high likelihood respectively, so the models are 

deemed not credible. 
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Scale for Bayes factor interpretation (source: Min et al., 2007) 
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Fig. 9. Evolving probabilities of forecasted seasonal precipitations from M2 using RHUM 

Table 6 displays the normalized Bayes factors for all models. Table 5 shows how to 

interpret the magnitude of the Bayes factors, and concludes that there is weak, moderate 

or strong evidence to support the competing models. Table 7 shows that there is a strong 

evidence for Model M1, using AirTemp as predictor. Bayes factors favorably supported 

model M1 (AirTemp) because it had strong evidence (St.E) either as reference or given 

model, compared to the others which had moderate or weak evidence as in Table 7. Thus, 

for seasonal rainfall forecasts, evaluating changes in the relationship of predictand-

predictor with the rainfall amplitude seems to be the best approach for the Sahelian 

region. 
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Fig. 10. Evolving probabilities of predicted seasonal precipitations from M3 using SLP 

Thus, seasonal forecast models with parameters that change according to rainfall 

magnitude could be considered optimal for seasonal rainfall forecast over the Sirba 

watershed, rather than classical models where parameters are constant Combining this 

changing parameter model with the Bayesian change point detection procedure, and using 

the normalized Bayes factor, constitutes an acceptable means of forecasting seasonal 

rainfall over West Africa, and address an issue that has challenged forecasters for more 

than two decades. 
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Table 6  

Normalized Bayes factors of twelve seasonal rainfall forecast models 

 
a: subscript for model developed using AirTemp as predictor 

rh: subscript for model developed using RHUM as predictor 

s: subscript for model developed using SLP as predictor 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a 1 8.62E-05 2.53E+00 5.53E-04 9.53E-02 1.19E-14 4.63E-20 5.53E-04 6.09E-06 8.82E-12 5.91E-23 5.53E-04

M2a 1.16E+04 1 2.94E+04 6.41E+00 1.11E+03 1.38E-10 5.37E-16 6.41E+00 7.07E-02 1.02E-07 1.74E-18 6.41E+00

M3a 3.95E-01 3.41E-05 1 2.18E-04 3.77E-02 4.69E-15 1.83E-20 2.18E-04 2.41E-06 3.48E-12 1.50E-22 2.18E-04

M4a 1.81E+03 1.56E-01 4.58E+03 1 1.72E+02 2.15E-11 8.37E-17 1.00E+00 1.10E-02 1.60E-08 2.71E-19 1.00E+00

M1rh 1.05E+01 9.04E-04 2.66E+01 5.80E-03 1 1.24E-13 4.85E-19 5.80E-03 6.40E-05 9.25E-11 1.57E-21 5.80E-03

M2rh 8.43E+13 7.27E+09 2.13E+14 4.66E+10 8.03E+12 1 3.90E-06 4.66E+10 5.14E+08 7.43E+02 1.26E-08 4.66E+10

M3rh 2.16E+19 1.86E+15 5.47E+19 1.19E+16 2.06E+18 2.56E+05 1 1.19E+16 1.32E+14 1.91E+08 3.23E-03 1.19E+16

M4rh 2.09E+03 1.80E-01 5.29E+03 1.00E+00 1.99E+02 2.48E-11 9.67E-17 1 1.27E-02 1.84E-08 3.13E-19 1.00E+00

M1s 1.64E+05 1.41E+01 4.15E+05 9.07E+01 1.56E+04 1.95E-09 7.59E-15 9.07E+01 1 1.45E-06 2.45E-17 9.07E+01

M2s 1.13E+11 9.77E+06 2.87E+11 6.27E+07 1.08E+10 1.35E-03 5.25E-09 6.27E+07 6.91E+05 1 1.70E-11 6.27E+07

M3s 1.69E+22 5.76E+17 6.69E+21 3.69E+18 6.37E+20 7.93E+07 3.09E+02 3.69E+18 4.08E+16 5.89E+10 1 3.69E+18

M4s 1.40E+03 1.21E-01 3.54E+03 1.00E+00 1.33E+02 1.66E-11 6.47E-17 1.00E+00 8.53E-03 1.23E-08 2.09E-19 1

SLP

Mr

AirTemp

RHUM

SLP

Mi AirTemp RHUM
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Table 7  

Comparison of twelve seasonal rainfall forecast models 

 
St.E.: Strong Evidence (for example, St.E. M1a: strong evidence for M1a) Md.E.: Moderate Evidence Wk.E.: Weak Evidence 

a: subscript for model developed using AirTemp as predictor 

rh: subscript for model developed using RHUM as predictor 

s: subscript for model developed using SLP as predictor 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a Wk.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a

M2a St.E. M1a Wk.E. M2a St.E. M3a Md.E. M4a St.E. M1rh St.E. M2a St.E. M3rh Md.E. M4rh St.E. M2a St.E. M2a St.E. M2a Md.E. M4s

M3a St.E. M1a St.E. M3a Wk.E. M3a St.E. M3a St.E. M1rh St.E. M2rh St.E. M3a St.E. M3a St.E. M1s St.E. M3a St.E. M3s St.E. M3a

M4a St.E. M1a Md.E. M4a St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4a St.E. M4a Wk.E. M4a St.E. M4a St.E. M4a St.E. M3s Wk.E. M4a

M1rh St.E. M1a St.E. M1rh St.E. M1rh St.E. M1rh Wk.E. M1rh St.E. M1rh St.E. M1rh St.E. M1rh St.E. M1s St.E. M1rh St.E. M3s St.E. M1rh

M2rh St.E. M1a St.E. M2a St.E. M2rh St.E. M4a St.E. M1rh Wk.E. M2rh St.E. M2rh St.E. M4rh St.E. M1s St.E. M2rh St.E. M3s St.E. M4s

M3rh St.E. M1a St.E. M3rh St.E. M3a St.E. M4a St.E. M1rh St.E. M2rh Wk.E. M3rh St.E. M3rh St.E. M1s St.E. M2s St.E. M3rh St.E. M4s

M4rh St.E. M1a Md.E. M4rh St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4rh St.E. M3rh Wk.E. M4rh St.E. M4rh St.E. M4rh St.E. M3s Wk.E. M4rh

M1s St.E. M1a St.E. M2a St.E. M1s St.E. M4a St.E. M1s St.E. M1s St.E. M1s St.E. M4rh Wk.E. M1s St.E. M1s St.E. M1s St.E. M4s

M2s St.E. M1a St.E. M2a St.E. M3a St.E. M4a St.E. M1rh St.E. M2rh St.E. M2s St.E. M4rh St.E. M1s Wk.E. M2s St.E. M2s St.E. M4s

M3s St.E. M1a St.E. M2a St.E. M3s St.E. M3s St.E. M3s St.E. M3s St.E. M3rh St.E. M3s St.E. M1s St.E. M2s Wk.E. M3s St.E. M4s

M4s St.E. M1a Md.E. M4s St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4s St.E. M4s Wk.E. M4rh St.E. M4s St.E. M4s St.E. M4s Wk.E. M4s

SLP

Mr

AirTemp

RHUM

SLP

Mi AirTemp RHUM

St. E. M1 (Strong evidence for M1)
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4. Conclusion 

Seasonal forecast models, with either changing parameters or constant parameters, 

were developed and tested in this study, using three predictors (air temperature, sea level 

pressure and relative humidity). Normalized Bayes factors, and graphs of the likelihood 

of forecasted rainfall under each model, were compared. It was found that the best 

seasonal rainfall forecast model uses air temperature as the predictor and allows 

parameter changes according to rainfall magnitude. Thus, seasonal forecast models with 

changing parameters could be the best for seasonal rainfall forecasting in the Sirba 

watershed. Indeed, changes in the predictand-predictor relationship according to rainfall 

amplitude, combined with the Bayesian model selection procedure, appear to be the best 

technique for forecasting seasonal rainfall in the Sahel. 
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5.5. Regression Trees and Neural Network Seasonal Forecasts 

5.5.1 Regression Tree for Seasonal Rainfall Forecasting 

Regression tree (RT) models were used to improve the seasonal forecasting skills; 

as such models achieved best results in several climate forecasting studies (Kannan & 

Ghosh, 2010; Razi & Athappilly, 2005). Three types of RTs are tested to develop the 

seasonal rainfall forecasting model: extremely randomized tree, random forest and 

bagging tree. 

 Extremely randomized tree 

With this method, the RT algorithm is applied with the default conditions (i.e. without 

constraints). During model development a single regression tree is grown, then the 

default parameters are set to grow an ensemble of extremely randomized trees. Despite 

rigorous parameterization, this technique explains the training pattern of the data, and 

easily obtains the predicted values without high computation time. The tree is pruned, and 

the number of nodes and leaves are continuously adjusted until an acceptable mean 

square error value is reached. If tree pruning is disabled, only filling with models (use of 

average values) is done. For each model, sub-set selection is performed using backward 

selection. However, LOOCV is applied while constructing the forecasting model, due to 

the short dataset. 

 Random Forest 

This method can help construct an ensemble of trees, with the size depending on the size 

of the dataset; 100 trees are used in this work. The predictand is forecasted under a 

defined algorithm, and the Breiman random forest algorithm is adapted. The algorithm 

attempts to improve the forecast skill by de-correlating the trees, with each tree having 

the same probability. At each tree split, a random sample of m features is drawn (   

  , where p is the number of features), and only the selected features are considered for 

splitting. There is an error in each bootstrap sample because an individual tree is built on 

the sample, so this error rate (also called out-of-bag error rate) is checked. LOOCV is 

also applied in this study, due to the span of available data. 
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 Bagging tree 

The bagging technique is used in this approach when developing the RT. It consists of 

using average trees over many samples to reduce the variance. The common criteria used 

for splitting is: "a node is not furthermore divided once the standard deviation of the 

output variable data at the node is inferior to the split threshold of the standard deviation 

of the output variable data of the entire initial data series". The default values defined in 

the algorithm of Wang & Witten (1997) are used to prune the tree. In applying the 

LOOCV, the number of k-fold cross-validations is set to equal the length of the dataset of 

the predictand.  

The three techniques of the RT method gave poor results. The best R
2 

value was 

0.19 (for RHUM), while all ANSH values were negative (e.g. -0.40 for UWND). These 

values highlighted that the three RT techniques were unable to deal with the variance. 

Figures 5.1 and 5.2 show the observed and forecasted rainfall using RHUM and 

AirTemp, respectively. Analyzing the graphs it is identified a persistent over fitting in all 

RT models, even when the bagging training technique and LOOCV were used to 

overcome the problem. This could be due to the fact that RT methods are more suitable 

for long data series that enable k-fold cross-validation, while the data series used in this 

work spans a small period. Forecasting models built with RT are often subject to over 

prediction, unless long datasets or good training techniques are used. Another factor 

could be the use of time-averaging (i.e. daily rainfall data to seasonal data), which can 

mask underlying non-linear relationships. Yuval & Hsieh (2002) showed that time-

averaging can have a significant impact on the detectability of non-linear relationships. 
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Figure 5.1 Observed and simulated seasonal rainfall based on RT using Relative Humidity 

 

Figure 5.2 Observed and simulated seasonal rainfall based on RT using Air Temperature 

5.5.2 Neural Network Seasonal Rainfall Forecasting 

The feedforward neural network (FFNN) was also tested in this work because it is 

capable to represent non-linear processes between input and output variables. Also, non-
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linearity and other interactions between variables can be modeled without prior 

specification (Tangang et al., 1998; Canon & Mckendry, 1999). After screening the 

predictor, it was introduced into a FFNN to predict seasonal rainfall. In applying the 

FFNN, some descriptive variables were first set and the batch gradient descent with 

momentum (BGDM) algorithm was used as training function. This back propagation 

algorithm is more suitable and highly used in 90% of artificial neural network models 

developed in the field of hydrology and climate forecast (Badr et al., 2014; El-Shafie et 

al., 2011; Ansari, 2013; Hung et al., 2008). A sensitivity analysis was carried out prior 

the forecast process, because it allows understanding which input has the most significant 

impact on the outputs after removing each input element one by one. This sensitivity 

analysis was based on the architecture of the neural network. Two sets of FFNN models 

were developed and tested: one set using only one predictor and a second type using a 

combination of predictors. The characteristics of the first developed FFNN model are as 

follows: 

- 1 input layer containing 1 entry cell composed of one predictor ;  

- 1 hidden layer C1 with a hyperbolic tangent sigmoid (tansig) as transfer function. 

The cells are connected to those at the input as well as to the bias through the 

weights ; 

- 1 output layer C2 having 1 cell due to the use of only one predictand. 

In the second FFNN model where predictors were combined, the configuration of 

hidden neurons was made suppler due to the nature of the forecast. The network 

architecture was: 

- 1 input layer with two neurons representing two predictors ; 

- 2 hidden layers K1 and K2 with hyperbolic tangent sigmoid (tansig) and Log-

sigmoid (logsig) as transfer functions, respectively ; 

- 1 output layer K3 with one neuron representing the forecasted rainfall. 

The results obtained for the FFNN model were disappointing given the reported 

high ability of FFNN to deal with non-linearities (see Table 5.1). The FFNN architecture 

defined gave the best potential output. For the first set of FFNN models, it was found that 

the highest R
2
 and NASH values are 0.26 and 0.20, respectively. A similar result was 

obtained by Philippon (2002) who forecasted West and Central Africa seasonal rainfall. 
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She obtained an R
2 

value of 0.45 after applying a multi-perceptron neural network on 

Central and West African seasonal rainfall. In the second FFNN model, the best 

combination was RHUM and SLP together with a R
2
 = 0.37, NASH = 0.28, respectively. 

This result was achieved under 1000 epochs and a mean square error of 10
-4

. Figure 5.3 

showed the observed and simulated rainfall. A possible reason for these low coefficients 

is that the number of observations is limited (31 years). On more factor is that non-linear 

models have more parameters than linear models and therefore require more and better 

information in the calibration process. 

Table 5.1 FFNN model (single predictor) output for Sirba seasonal rainfall forecast 

Predictors R2 Nash HIT score (%) Lag time (months) 

AirTemp 0.26 0.20 48.24 4 

RHUM 0.18 0.10 29.12 4 

SLP 0.21 0.09 18.03 2 

SST 0.18 0.044 11.49 5 
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Figure 5.3 Observed and simulated seasonal rainfall based on FFNN using AirTemp 

(upper panel) and RHUM (lower panel) 

R
ai

n
fa

ll 
(m

m
)

Years
0 5 10 15 20 25 30

-2

0

2

4

6

8

10
Mean JAS Rainfall forecast using Average AirTemp1

 

 

Forecasted

observed

R
ai

n
fa

ll 
(m

m
)

Years
0 5 10 15 20 25 30

0

1

2

3

4

5

6

7

8

9
Mean JAS Rainfall forecast using Average RHUM1

 

 

Forecasted

observed



 

  176 

5.6. Synthesis and partial conclusion 

Seasonal rainfall forecasting was carried out and it was primary based on the 

identification of the best predictors and the optimal lag time. The best predictors were 

selected through a process based on combined linear statistical methods. These 

techniques helped screening a pool of predictors having physical insight with the WAM. 

It was obtained that AirTemp, RHUM and SLP were the best predictors among the group 

with lag time varying between 5 to 8 months.  Two groups of models were developed and 

tested using the obtained predictors. 

The first group is composed of seasonal  forecast  models,  with  either  changing  

parameters  or  constant  parameters,  which were  developed  and  tested  using  three  

predictors  (air  temperature,  sea  level  pressure  and  relative humidity). The use of 

normalized Bayes factors and graphs of the likelihood of forecasted rainfall enable to find 

that seasonal rainfall forecast model using AirTemp as predictor and allowing parameter 

changes according to rainfall magnitude performs better than the others. Thus, seasonal 

forecast models with changing parameters could be the best for seasonal rainfall 

forecasting in the Sirba watershed. Indeed, changes in the predictand–predictor 

relationship according to rainfall amplitude, combined with the Bayesian model selection 

procedure, appear to be a good technique for forecasting seasonal rainfall in the Sahel. 

Considering the performance of the models under each of the three predictors, it is 

interesting that for the models using AirTemp as predictor, the strongest model is M1a, 

followed by M3a, M4a and M2a. For models using RHUM as predictor, the performance 

of the models in decreasing order is M1rh, M4rh, M2rh, and M3rh. Lastly, for SLP, the 

performance of each model is shown by the inequalities M4s>M1s>M2s>M3s. 

The second group of models is a set of non-linear statistical methods, namely, 

NLPCA, FFNN and RT. The NLPCA perform satisfactory regarding the short study 

period considered compared to the two other methods. The NLPCA with AirTemp (R
2
: 

0.46; NASH: 0.45; HIT: 60.7%) was the best, and then followed by RHUM and SLP, 

respectively. It was also found that this method provides a too larger lag time. The FFNN 

model performed poorly based on the obtained results and this was mainly due to the 

short length of the data which was not enough to train the model. The performance of the 
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regression tree model was the worst and this kind of non-linear model needs more data 

for the pruning process which helps to achieve better result. 

In conclusion, these seasonal forecasting models helped understanding that non-

linear methods could also be used instead of the usual linear methods. The specificity of 

this work is the use of other predictors rather than the SSTs which gave acceptable results 

than the SSTs.  

However, the limit of the approach resides on the short length of data used. 

Therefore, to generalize the results for other scientists, it is recommended that during the 

forecast a Sahelian global index must be constructed using CRU data (satellite rainfall) 

while examining its correlation with the index of the watershed and the skill of models. 
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Chapter 6. Seasonal Streamflow Forecasting 

The development of seasonal streamflow forecasting models based on changing 

and constant parameters and the Sirba SWAT hydrological model are presented in this 

chapter. The chapter also details the different seasonal streamflow forecasting models 

using non-linear model. 

6.1. Sirba SWAT Hydrological Model 

6.1.1 Justification and Method 

SWAT model was used in this study to develop the Sirba hydrological model. 

This model was chosen due to its high diversity of hydrological processes. The selection 

is justified by its several advantages, as follows. SWAT : 

- is one of the greatest broadly applied watershed-scale simulation tools; 

- is used around the world to address watershed questions; 

- is used in hundreds of scientific studies that are published worldwide; 

- has the capability to predict the effect of soil, land use and management on water; 

- can represent changes in management as actual processes (physically based); 

- is designed to use realistic number of inputs (readily-available input); and, 

is open source, well documented and computationally efficient. 

SWAT is a physically based model developed at the USDA Agriculture Research 

Service (Arnold et al., 1998), and is used to simulate river flows and other processes, 

(e.g. sediment transport, nutrients and pesticides cycle, bacterial growth). It helps deal 

with environmental issues, which are the most critical challenging aspects of hydrological 

model development, particularly in the West African Sahel. Hence, SWAT is one of the 

most comprehensive models, and can take almost all components required for 

hydrological model development into account. It enables prediction of the influence of 
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land management practices related to sediment, water and agricultural chemical yields in 

substantial basins. Thus, it is a great opportunity to ensure food security in the Sahelian 

regions, with respect to how well land management practices can be modelled. 

The model was set to use the SCS curve number method (Soil Conservation 

Service Engineering Division 1972) to calculate surface runoff, and the Penman–

Monteith method for potential evapotranspiration estimation. The Arc-SWAT interface 

(Olivera et al. 2006) was used for project development. The Sirba watershed and sub-

watersheds are delineated using a 90m resolution digital elevation of West Africa, 

downloaded from the Shuttle Radar Topography Mission (SRTM, 2004). After the 

delineation (using the automatic DEM-based method), the watershed is divided into nine 

sub-basins (see Figure 6.1) according to the topography, in order to perform the spatial 

parameterization of the SWAT model. 

 

Figure 6.1 Sirba sub-watersheds from SWAT 
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Before the SWAT model is set up, the distribution of HRUs in the sub-watersheds 

is determined, based on the land use and soil data layers specified in the previous step. 

The HRUs can be used to assess the varying hydrologic conditions between sub-

watersheds. By subdividing the watershed into areas with unique land use and soil 

combinations, the model can reflect differences in evapotranspiration and other 

hydrologic conditions for various soils and crops. With the SWAT model, the runoff is 

first forecasted per HRU, then routed to obtain the total runoff for the basin. This 

technique increases the accuracy, and provides a higher quality physical description of 

the water balance. The Sirba watershed is set to have five reservoirs, 64 HRUs and one 

outlet at Garbé-Kourou. The characteristics of the dams (i.e. surface and area of the lake 

at various levels) are specified in the model reservoir routing parameters. 

Rainfall and streamflow data as described in the section 4.3.1 were used to 

develop the Sirba hydrological model. For other climate parameters, NCEP (National 

Centers for Environment Predictions) reanalysis is used to find a dataset of wind speed, 

relative humidity and average temperature on a daily scale. The data for a given 

watershed is taken at the grid-point of the NCEP data, which is closest to the watershed 

centre. Since maximum and minimum temperatures are not available in the NCEP 

database, they were set equal to the mean temperature in all SWAT simulations. The 

daily flow data at the hydrological station of Garbé-Kourou, the area-volume relationship, 

and water levels at different dams are acquired from the DGARH and DGRE. 

Due to the relatively short span of the observations data, and the large number of 

parameters of the model, only the sensitivity analysis and calibration are performed over 

the entire period. With SWAT, sensitivity analysis is done based on changes of the mean 

of the output variable (flow). If the observed data of the output variable is available, 

additional sensitivity analysis is done using the sum of the squared error between 

observed and simulated values. Using the available observed flow at Garbé-Kourou 

station, additional sensitivity analysis is performed using the SWAT-CUP software 

(Abbaspour, 2007) by including all parameters that are likely to influence the objective 

function. The model is run 270 times during sensitivity analysis. The objective function 

in the sensitivity analysis is the Nash coefficient, calculated with simulated and observed 

stream flow at Garbé-Kourou. 
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For the calibration step, the objective function selected was the Nash coefficient. 

The calibration was performed using the SWAT-CUP interface, as well as the parameters 

that have the most effect on the streamflow. The SUIF2 algorithm was applied to 

calibrate the discharge at the outlet of the watershed. 

The parameters were adjusted after each simulation, and the model output was 

compared to the observed values. The sub-watershed and HRUs were then chosen 

wherever a change was applied. This process can be done for many parameters in one 

simulation. After each calibration process, the NASH "goodness-of-fit" was applied to 

the corresponding assessment. The parameters with the most influence on the streamflow 

at Garbé-Kourou were used repeatedly during the calibration of the model, and a 

graphical analysis of observed and forecasted streamflows was evaluated. The calibration 

was ended once the NASH coefficient was judged satisfactory (i.e. when the curves of 

the observed and simulated flows match more closely on the hydrograph). 

6.1.2 Sirba Hydrological model 

Land use and soil coverages were developed and classified during development of 

the Sirba hydrological model, resulting in the identification of six classes of land use: 

Pasture (23.5%), Cropland/woodland mosaic (24%), Shrubland (0.1%), Savanna (51%), 

Baren or sparsely vegetated (0.12%) and Water bodies (1%). Three types of slopes and 

one soil class (Sandy loam: Lc13-1a-127) were also identified. These results are 

described in Figures 6.2 and 6.3. 
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Figure 6.2 Land use classes of the Sirba SWAT hydrological model 

 

Figure 6.3 Slope classes of Sirba SWAT hydrological model 
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The sensitivity of all SWAT parameters was obtained using the SUFI2 algorithm 

implemented in SWAT-CUP. This algorithm was founded on a t-test, and allows the 

removal of less sensitive parameters using their p-value as criteria. A parameter is less 

sensitive (i.e. not likely to affect streamflow) if its p-value is greater than 0.5. 

The number of parameters from the sensitivity analysis and their respective ranks are 

presented in Table 6.1.  

Table 6.1 Ranks of sensitive parameters of Sirba hydrological model 

Rank Parameter Rank Parameter Rank Parameter 

1 Cn2 10 Surlag 19 Biomix 

2 Esco 11 Epco 20 Ch_N2 

3 Sol_Awc 12 Gw_Delay 27 Sftmp 

4 Sol_Z 13 Slope 27 Smfmn 

5 Gwqmn 14 Sol_K 27 Smfmx 

6 Ch_K2 15 Alpha_Bf 27 Smtmp 

7 Canmx 16 Slsubbsn 27 Tlaps 

8 Revapmn 17 Sol_Alb 27 Timp 

9 Blai 18 Gw_Revap   

 

These results show that the most sensitive parameters are Cn2, Esco and 

Sol_Awc. The first important parameter is the SCS curve number for moisture condition 

II, which controls how precipitation is split in runoff and infiltration. The second is the 

soil evaporation compensation factor which affects soil prone to evaporation, measured in 

evapotranspiration; the higher the ESCO, the lower the evaporation. The last parameter is the 

water capacity of soil layers: the higher the Sol_AWC, the lesser the water available. 

However, these are outputs of mathematical analysis, and may not be 

representative of the true physical state of the watershed being modeled. 

Calibration of models on a watershed scale is challenging, due to potential 

uncertainties in process simplification, processes not accounted for by the model and 

processes in the watershed unknown to the modeler. 

After sensitivity analysis, only parameters ranked very sensitive were selected for 

calibration based on their p-value. The ranges and description of parameters in the final 

calibrated SWAT model are given in paper 1. 

After calibration, the simulated monthly hydrograph reproduced the observations 

well with a NASH value of 0.83.  
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The uncertainties in this model could be due to inputs such as rainfall and temperature. 

Rainfall and temperature data are measured at local stations, and regionalization of these 

data can introduce significant errors; if an anomalous site is used runoff results could be 

skewed high or low. With SWAT, climate data for every sub-basin is provided by the 

station nearest to the centre of the sub-basin. The direct accounting of rainfall or 

temperature distribution error is quite difficult, as information from many stations is 

required. However, the "elevation band" option in SWAT could decrease this error by 

adjusting the temperature and rainfall to account for orographic effects of a sub-basin. 

Given these possible sources of error, and the NASH values from similar studies 

in the West African Sahel (see paper 1), calibration results of the Sirba SWAT 

hydrological model in this study could be considered acceptable. 

6.2. Statistical seasonal streamflow forecasting using 
probabilistic approach over West Africa 

The seasonal streamflow forecasting was based on two set of models: models with 

changing parameters and models with constant parameters. The models development and 

the achieved results were published in Gado et al. (2015c) as detailed below. 
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Abstract 

Runoff changes are tightly connected to precipitation in West African Sahel in such a way that 

any impact on precipitation would result in potential changes in runoff. Unfortunately, climate 

change and variability impacts induced changes in streamflow which directly disturb water 

availability for socioeconomic activities particularly agricultural sector which constitutes the 

main survival issue of West African population. Thus, available streamflow information a few 

months in advance prior to a rainy season with an acceptable forecasting skill will immensely 

benefit for water users to make an operational planning for water management decision. 

Streamflow is usually either forecasted directly by linking streamflow to predictors through a 

multiple linear regression or indirectly using a rainfall-runoff model to transform predicted 

rainfall into streamflow. Seasonal annual mean streamflow and maximum monthly streamflow 

were forecasted in this study by using two statistical methods based on change point detection 

using Normalized Bayes Factors. Each method uses one of the following predictors: Sea Level 

Pressure (SLP), Air Temperature (AirTemp) and Relative Humidity (RHUM). Models M1 and 

M2 respectively allow for change in model parameters according to rainfall amplitude (M1), or 

along time (M2). They were compared to forecasting models where precipitation is obtained 

using the classical linear model with constant parameters (M3) and the climatology (M4). The 

obtained results revealed that model M3 using RHUM as predictor at a lag time of 8 months was 

the best method for seasonal annual streamflow forecast. Whereas, model M1 using air 

temperature as predictor at a lag time of 4 months is the best model to predict maximum monthly 

streamflow in the Sirba watershed.  

Keywords: Streamflow forecast, Bayes factor, SWAT, Posterior probability, Sirba watershed, 

Sahel  
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1. Introduction 

Water availability in West African Sahel region is important for ensuring human health, 

empowering economic activities and developing the ecosystem. But, climate change and 

variability had potential pressures on water resources, making water availability and 

accessibility very difficult (IPCC 2007). Rowe et al. (1994) showed that an increase of 2º 

in temperature associated to a 10% decrease in precipitation would reduce runoff by 40%. 

A similar study carried on the Black Volta basin indicated a much higher decrease in 

river flows due to climate changes and variability (Wolfram et al., 2008). Also, Roudier 

et al. (2014) revealed that runoff changes are tightly correlated to precipitation in West 

Africa and any impact on precipitation would result in potential changes in runoff. 

Therefore, the Sahelian streamflow is rainfall dependent which is directly based on West 

African Monsoon (WAM). Unfortunately, the WAM is not completely understood by 

climatologists and this fact makes forecasts at all scales difficult due to uncertainties. The 

uncertainty in the forecasts directly affects local populations. Indeed, lack of awareness 

of the evolution of streamflows often disturb water availability for socioeconomic 

activities (e.g., human consumptive, industrial, recreational uses) and particularly 

agricultural sector which constitutes the main survival issue of West African population. 

This is exacerbated by droughts affecting streamflows (Samimi et al. 2012; Brooks 2004) 

and sometimes leading to inundations, destruction of roads and dams, loss of agricultural 

production and so on. All these adverse effects surprise the decision makers and the 

population despite the existence of seasonal streamflow forecast bulletin for major rivers 

in West Africa over years (Hamatan, 2004). This forecast bulletin is provided by African 

Centre of Meteorological Application for Development (ACMAD) and Agriculture, 

Hydrology and Meteorology Research Center (AGRHYMET). In such conditions, any 

forecast information on streamflow trend would be a good decision tool for authorities 

and socio-economic actors. This local climate forecast information could improve 
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agriculture and other economic activities which help ensuring food security for West 

Africa Sahelian population. Thus, the development of seasonal streamflow forecast 

models is greatly looked forward and cheered by all actors, to enable an efficient use of 

climatic information for food security. Such streamflow forecast model could increase 

resilience to climate variability by providing advanced information about the expected 

amount of runoff in the next rainy season. 

The scientific community made several efforts in that direction, which are based on two 

approaches in forecasting streamflow on a watershed: direct method and indirect method. 

The first approach consists to use some relationships (usually empirical) between 

streamflow at a given date and observed predictors at a period prior to that date. While, in 

the second method, the rainfall is first predicted using predictors and then fed into a 

rainfall-runoff model to get streamflow.  

In the first approach, statistical methods based on empirical relationships between 

historical streamflows (predictand) and hydrological or climate variables (predictor) are 

used. Most research in the Sahel focused on empirical relationships used between 

climatic and oceanic variables with rainfall. Therefore, several studies were carried out to 

find the appropriate statistical techniques and the best predictors to forecast streamflows 

for specific regions (Abudu et al. 2010; Kwon et al. 2009; Piechota et al. 1998; Cayan 

and Riddle 1993). This first method is rarely found especially in the case of Sahelian 

streamflow forecast studies, as majority of studies in the literature used the second 

approach (i.e., indirect method). Nevertheless, it is assumed in the existing few studies 

that streamflow is linked to predictors by a multiple linear regression with parameters that 

are independent of time and of predictor magnitude, though this fact is not really 

established.  

Regarding the indirect method, statistical methods (Sittihok et al. 2014; Garric et al. 

2002; Barnston et al. 1996; Washington and Downing 1999; Folland et al. 1991) or 

climate models (Thiaw and Mo 2005; Rowel et al. 1992; Folland et al. 1991) are first 

used to forecast rainfall before using a runoff-rainfall model. However, it is noted that 

biases are usually introduced by climate models. But such biases are corrected using 

model output statistics techniques (Amadou et al. 2014; Ndiaye et al. 2011; Bouali 2009). 

In order to forecast seasonal streamflow, the predicted rainfall is used to run the rainfall-
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runoff model (Garbrecht et al. 2007; Tuteja et al. 2011; Yossef et al. 2013; Ndiaye et al. 

2009). This approach has several advantages as it is a more realistic simulation of 

streamflow since physical interactions between land, climate and river characteristics in 

the watershed are accounted for. Some authors (Wang et al. 2011; Yossef et al. 2013) 

show that rainfall-runoff models can produce consistent streamflow once they are forced 

with accurate rainfall forecast and properly initialized using antecedent hydrological 

variables before the forecast issued. One more advantage is that, rainfall-runoff models 

are less sensitive to outliers in the input data compared to statistical models (i.e., direct 

method). Nevertheless, the beneficial use of flow simulations apparently depends on the 

reliability of outputs and the lagged-time (in advance) flow can be modeled. However, it 

should be noted that the number of studies dealing with seasonal streamflow forecasting 

is far less than those dealing with seasonal rainfall forecasting despite the great needs in 

this Sahelian region to have a prior knowledge of the quantity of runoff in order to plan 

socio economic activities against adverse effects. 

As explained previously, most studies arbitrarily considered the relationship between 

the predictors and the predictand (streamflow in the Sahel) to be independent of time and 

streamflow magnitude. The aim of this paper is to test statistical seasonal streamflow 

forecasting models with changing parameters, and to compare the new models to the 

classical linear model with constant parameters and to the climatology. This helps to 

check either the usual seasonal forecast skills can be improved or not, and to find the best 

model to predict annual mean streamflow and maximum monthly streamflow. The 

performance of the new models is compared with that of the original linear model and 

that of a model representing the streamflow climatology in the study area. 

The Sirba is a significant and essential tributary of the Niger river, which drains water 

from the Burkina Faso zone up to Garbé-Kourou (in Niger Republic), where it flows into 

the Niger river. The hydrological behavior of the Sirba has promoted several studies in 

different areas. The Sirba basin is characterized by a predominance of mostly rural sector 

activities (e.g. agriculture, forest resource exploitation, artisanal gold mining), and is a 

watershed with diverse socio-economic entities that can be representative samples for 

questions concerning climate issues (Mara, 2010). The basin is also among the regions 

most affected by fluctuations in rainfall regimes. Indeed, the area is naturally 
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characterized by scarce and intermittent spatial precipitation distribution, and a very high 

evaporation rate. It is prone to recurrent droughts, and continuous wind erosion, as well 

as heavy rainfall events during the monsoon season (Taweye, 1995). These factors, along 

with over-exploitation of the fragile natural ecological systems, could lead to irreversible 

changes and damage potential agriculture production (Gachon et al., 2007; Janicot et al., 

1996). It has also been observed that recurring drought in the region in recent decades has 

led to severe limitations in socio-economic development, particularly in rural areas where 

the economy depends on rainfed agriculture. The Burkina Faso IWRM (Integrated Water 

Resources Management) program of 2001 shows that the Sirba basin is predominately 

characterized by successive droughts, rainfall deficits, violent winds and extreme 

temperatures. All these facts make a completing case for the development of skillful 

seasonal forecasting models for the in the Sirba. 

2. Materials and methods 

2.1 Study area 

The study area considered in this work is the Sirba watershed. This transboundary 

watershed, which is shared by Burkina Faso and Niger, is located between latitudes 

12°55'54" - 14°23'30" N and longitudes 1°27' W - 1°23'42'' E with an area of 38750 km
2
 

(Fig. 1). The Sirba has three sub-climate zones based on the amount of rainfall decreasing 

from south to north: a southern Sudanian zone with mean annual rainfall between 700 

and 800mm, a northern Sudanian zone with mean annual rainfall ranging from 550 to 

650mm and a Sahelian zone with mean annual rainfall of 300 to 500mm. The largest 

quantities of rainfall are observed during the months of July to September (JAS), 

regardless of the climate zone. The climate is generally characterized by the presence of 

two seasons: a dry season (October to April) due to the harmattan (dry wind) and a rainy 

season (May to September) influenced by the WAM (cold wind). The hydrographic 

network is relatively dense and consists of three main tributaries (Sirba, Faga and Yeli) as 

well as some small reservoirs from five dams with non-operated spillways. Based on the 

description of the rainfall pattern, the hydrological regime in the Sirba watershed is a 

Sahelian type, while its vegetation formation is thorny and of a lightly wooded savannah. 

The Sirba watershed is largely characterized by the rural sectors of agriculture, livestock 

breeding and exploitation of forest resources. These are the main production activities of 
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a weak local economy that is adversely affected by the depletion of the natural resource 

potential, poverty, recurring droughts and high population growth, all of which are 

exacerbated by the effects of climate change. Thus, all these activities depend on 

streamflow as rainfall is erratic in the area. Moreover, locally, the Sirba tributary plays an 

important role in the hydrological regime of the Niger river at Niamey, as it participates 

in its Sudanian flood in September. Therefore, the present study can benefit the rural 

population (e.g. farmers) to plan on the type of crops to sow according the streamflow 

forecast information received few months ahead. Also, they can avoid areas that usually 

prone to inundation. 

 

Fig. 1 Sirba watershed and hydro-meteorological stations 

2.2 Data presentation 

Climate data are used in this study to select best predictors and develop seasonal forecast 

models. These climate data include rainfall and atmospheric data. The atmospheric data 

are used as predictors in the present study and they include: Sea Level Pressure (SLP), 

Relative Humidity (RHUM), and Air Temperature (AirTemp). These variables are 

monthly NCEP-DOE Reanalysis data obtained from the National Oceanic and 
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Atmospheric Administration (NOAA: http://www.esrl.noaa.gov). These variables are 

within the grid 0°E-357.5°E longitude and 90°N-90°S latitude, and span from January 

1979 to August 2013 (Gado et al. 2015). 

The observed rainfall data come from a network of 11 rain gage stations located in 

Burkina Faso and Niger (Fig.e 1). These daily databases span the period 1960-2008, and 

are obtained from national meteorological offices of Burkina Faso and Niger. Five of 

these stations are located within the watershed while the remaining six are located at most 

25km from the watershed boundary (see Fig.1). The Thiessen polygon method was 

implemented to estimate average rainfall over the watershed from the 11 rainfall time 

series. In addition to climate data, hydrological data are also used in this study to develop 

seasonal forecast models and Sirba hydrological model. They are mean daily streamflow 

flow data collected from the flow measure station at Garbé-Kourou. They cover the 

period 1989-2002, and are sourced from the Directorate of Water Resources (Direction 

des Resources en Eau: DRE) in Niger. Tables 1 and 2 present the rainfall and 

atmospheric data respectively. 

Table 1 Presentation of rainfall stations  

Station number 

(code) 
Station name Longitude Latitude Country 

320006 Torodi 1.8 13.12 Niger 

320002 Tera 0.82 14.03 Niger 

320004 Tillaberi 1.45 14.20 Niger 

320005 Gotheye 1.58 13.82 Niger 

200082 Boulsa -0.57 12.65 Burkina Faso 

200026 Dori 0.033 14.03 Burkina Faso 

200085 Bogande 0.13 12.98 Burkina Faso 

200048 Dakiri -0.27 13.30 Burkina Faso 

200024 Gorgadji -0.52 14.03 Burkina Faso 

200086 Piela -0.13 12.70 Burkina Faso 

200047 Tougouri -0.52 13.65 Burkina Faso 

Source Gado et al. (2015) 
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Table 2 Description of atmospheric variables  

Parameter Units Level Reference data Spatial coverage 
Temporal 

coverage 

Sea level 

pressures 

(SLP) 

Pa/s 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Air temperature 

(AirTemp) 
°K 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Relative 

humidity 

(RHUM) 

% 1000 hPa NCEP 2 

2.5°x2.5° grid 

90N - 90S, 

0E - 357.5E 

1979/01/01 to 

2013/08/31 

Source Gado et al. (2015) 

2.3 Rainfall forecast results 

Seasonal rainfall was forecasted over the Sirba watershed by Gado et al. (2015) using the 

climate and atmospheric data detailed above. Indeed, they first selected the optimal lag 

time for each of the three best predictors (AirTemp, RHUM, SLP) using the method 

developed in Sittichok et al. (2014). Indeed, the candidate predictor was aggregated all 

possible time windows in the 18 months prior to the rainy season and each the obtained 

time series is used as an input to a linear model linking it to the seasonal rainfall on the 

Sirba watershed. For each period, a linear model linking the predictor averaged over that 

period and seasonal rainfall on the Sirba is built. For more details in building up the linear 

model, refer to Sittichok et al. (2014) and Gado et al. (2015). 

After getting the best predictors (Table 3) and their corresponding optimal lag time, 

two types of models associated to a Bayesian change point detection method were used to 

forecast the seasonal rainfall. The first sets of models (M1, M2) were models with 

changing parameters. Model M1 helped detecting potential changes in the relation 

between predictor and rainfall, and it assumed that the relationship changes with 

precipitation amplitude. While M2 was similar to M1, except that it considered that the 

rainfall-predictor relationship changes with time (i.e., the regression parameters change 

with time).  
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Table 3 Predictors used for seasonal forecast  

PREDICTORS NMAX** R
2
 NASH 

HIT 

Rate 

Score 

Best period 

M1-M2* 
Lag time 

Sea Level Pressure  

at 1000hPa 
50 0.48 0.46 60.71 17 – 18 0 

Relative Humidity  

at 1000hPa 
80 0.58 0.52 64.29 10 – 10 8 months 

Air Temperature  

at 1000hPa 
10 0.530 0.527 67.86 1 – 4 4 months 

Source Gado et al. (2015)  

(*) M1=1:12 (January to December); M2=M1:18 (considered month of M1 to the next coming June) 

(**) NMAX: number of best grid points retained after screening the predictor grid based on R
2 

The approach used in M1 can be summarized as follows:  

 In the forecasting process, the year i was removed from the predictor and 

predictand time series.  

 Then, a stepwise regression was used to fit a linear relation between the predictor 

and the predictand on the remainder of the series, and an initial forecast assuming 

a single equation for all points is issued.  

 Based on the forecasted predictand, the data were sorted to give a new position to 

year i.  

 Seidou et al. (2007) change point detection method was used to generate1000 time 

series of length n-1, containing a random number of change points at random 

locations.  

 A stepwise regression was used to fit linear relation between the predictor and 

predictand on the segments delineated by the change points.  

 Probabilistic forecasts were generated which helped to compute empirical 

probability density of the forecast. At the end of the process, a probability density 

function was obtained for the forecast in year i. 

For model M2, the same approach was applied as explained in M1 except that there 

was no ordering of data set after each removal of year i. 

The second set of models (M3, M4) consisted with model M3 a classical linear model 

with constant parameters and a second model M4 which was based on the climatology.  
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After developing these 12 models using the three predictors, a normalized Bayes factor 

was used for all 12 competing models in order to provide a weighted comparison of the 

likelihood of each model given the observed data. For more details on these models, the 

reader can refer to Gado et al. (2015). 

Indeed, for a given model, the probabilistic forecasts generated (i.e., those used to get 

the probability densities) for each year are further used in the Sirba hydrological model. 

The entire steps for this process are explained in the next sections. 

2.4 Sirba hydrological model development 

Since the rainfall forecasts estimates (Gado et al. 2015) are to be introduced into a 

hydrological model to obtain corresponding streamflow values, there is necessity to 

develop a Sirba hydrological model. Therefore, SWAT (Soil and Water Assessment 

Tool) model is used in this work to build-up the Sirba hydrological model. It is a 

physically based model (Arnold et al. 1998) and used to simulate river flows and other 

processes in various regions (Demirel et al. 2009; Huang et al. 2009; Tripathi et al. 2004; 

Xu et al. 2009).  

Daily Rainfall and streamflow data (as described previously) were used in 

developing the Sirba SWAT model. For other climate parameters, the NCEP (National 

Centers for Environment Predictions) reanalysis was used to find dataset of wind speed, 

relative humidity and average temperature at the daily scale.  

A digital elevation model (90 m resolution) of West Africa was downloaded from the 

Shuttle Radar Topography Mission (SRTM 2004) and used to delineate the Sirba 

watershed, as well as its sub-watersheds. Soil and landuse coverages were downloaded 

from the Waterbase database (George and Leon 2007). The land coverage in the database 

has a resolution of 500m and comes from the Global Land Cover Facility (Hansen et al. 

1998). The soil map has a resolution of 1km and was generated by the Food Aid 

Organization and the United Nations Organization for Education, Science and Culture 

(FAO/UNESCO 2003). 

The model was set to use the SCS curve number method (Soil Conservation Service 

Engineering Division 1972) to calculate surface runoff, and the Penman-Monteith method 

for potential evapotranspiration estimation. The Arc-SWAT interface (Olivera et al. 

2006) was used for project development. The watershed was divided into 9 sub-basins 



 

  195 

according to the topography in order to perform the spatial parameterization of the 

SWAT model. Also, the watershed was set to have 5 reservoirs, 64 Hydrological 

Response Units (HRUs) and 1 outlet at Garbé-Kourou. The characteristics of the dams 

were specified in the model reservoir routing parameters. With observed flow at Garbé-

Kourou station, sensitivity analysis was performed using the SWAT-CUP software 

(Abbaspour 2007) and including all parameters that are likely to influence the chosen 

objective function: Nash-Sutcliffe coefficient. The calibration was performed using the 

SWAT-CUP interface and involved parameters that have the most influence on the 

streamflow. The SUIF2 algorithm was selected to calibrate the discharge at the outlet of 

the watershed. The calibration was stopped once the Nash coefficient was judged 

suitable. 

2.5 Seasonal streamflow forecasting approach 

The seasonal streamflow is forecasted using the probabilistic forecasts which were used 

to generate the probability density in forecasting seasonal rainfall (see Gado et al. 2015). 

For a given model, probabilistic forecasts for year Y are introduced into the Sirba 

hydrological model to obtain similar values for streamflow. Further, the outputs were 

used to construct probability density of the forecast and finally to get an estimate. The 

steps are schematically represented in Fig. 2. The developed approach is detailed as 

follow to obtain the forecast for each year: 

1. From the set of seasonal rainfall probabilistic forecasts a pool of 500 values were 

chosen for each year (year Y). This gave rise to 14000 values for the entire span 

considered. 

2. For year Y, the 500 probabilistic forecast estimates were introduced into the Sirba 

SWAT model using the ".pcp" file located in the "TxtInOut" folder. It is important 

to note that these forecasts have different probabilities. 

3. The model was run to obtain corresponding values for streamflow without 

changing the model initial parameters. It is noted that after simulation the 

obtained values have different probabilities.  

4. The obtained set of forecasts for year Y is used to compute the empirical 

probability density of the forecast. This is done under relatively free assumptions, 
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in such a way that the estimate of the distribution is non-parametric and it uses a 

normal kernel function. 

5. This estimate based on normal kernel function, uses a window parameter (or 

width) which is a function of the number of the set of forecasts. The resulted 

vector of density values is then assessed at 100 equally spaced points (i.e., default 

value) on the entire range of dataset. It should be noted that the width represents 

the bandwidth of the Kernel-smoothing window and it was set to be optimal for 

estimating normal densities. 

6. At the end of the process, a probability density function is obtained for the 

forecast in year Y. 

7. The same process is repeated for each year till the end of the 28
th

 year of observed 

streamflow. This helps to cover the entire span (1989-2002) under each of the 12 

models. 

It should be noted that this process was first applied for mean annual streamflows 

over July-August-September (JAS). Additionally, the same procedure was used for 

maximum monthly streamflows. This helps to compare the best models for these different 

kinds of streamflows in the Sirba basin. 
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Fig. 2 Schematic representation of probabilistic forecasts generation for streamflow estimate 
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2.6 Bayesian model selection 

Bayesian approach is used to select the best seasonal streamflow forecast model among 

the developed 12 models. For such purpose, prior and posterior probabilities of all models 

and observed streamflow data were first computed (see Eq. 1). 

                    
(                                 )

                
   (1) 

Where,                 ∏            
 
   , i: year of forecasted streamflow,   n: number of 

years (1-28) 

A ratio of a models‘ posterior probability to that of observations constitutes a 

comparative criterion after normalization. This led to employ a normalized Bayes factor, 

Bf, (Eq. 2) which gives a weighted comparison of the likelihood of each model given the 

observed streamflow. This helped comparing the posterior likelihood of the data, d, of a 

given model, Mi, to that of the reference model Mr.  

    
          (   ⁄ )

          (   ⁄ )
     (2) 

The selection of best seasonal streamflow forecast model consisted of analyzing the 

Bayes factors for all 12 models in order to find for which model Bf is always 

encouraging. Large values of Bf indicate that the data support Mi over Mr. It should be 

noted that the Bayes factor (Min et al. 2007) values for each model were computed using 

the observed streamflow data. Moreover, a graphical representation is used for each 

model to examine the evolution of likelihoods of forecasted seasonal streamflow. This 

scatter diagram presents the likelihood of each forecasted streamflow value on a coloured 

scale, where the reddish and bluish colours respectively tend toward a probability of 1 

and 0. 

3. Results and discussions 

3.1 Sensitivity analysis and calibration of SWAT hydrological model 

The model calibration was preceded by the sensitivity analysis. This sensitivity analysis 

showed that the most sensitive parameters were Cn2, Esco and Sol_Awc. The first 

important parameter was the SCS curve number for moisture condition II, which controls 

how precipitation is split in runoff and infiltration. The second parameter was the soil 

evaporation compensation factor which affects portion of the soil prone for evaporation, 

counted in evapotranspiration. The higher the ESCO, lower is the evaporation. The last 
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third parameter was the available water capacity of soil layer (Sol_Awc); the higher the 

Sol_Awc, the less water to the reach. In total, 10 sensitive parameters having higher 

effects on streamflow were considered (Table 4). Therefore, using the most sensitive 

parameters for calibration, the ranges of fitted parameters in the final calibrated SWAT 

model were obtained and presented in Table 5. After calibration, the simulated monthly 

hydrograph fairly reproduced the observations (Fig. 3), with a Nash of 0.83. This 

coefficient is similar to those found in many studies in the same region. Indeed, Amadou 

et al. (2014) obtained a comparable Nash value (0.89) for a SWAT hydrological model of 

the Niger River at Koulikoro. Schuol and Abbaspour (2007) got a Nash in the interval 0-

0.7 for most stations in the Upper Niger Basin while developing a SWAT model for 

Niger River. Their negative Nash values in the middle and lower basin are linked to data 

scarcity and for not taken into account dam operation. Likewise, Laurent and Ruelland 

(2010) obtained 0.88 to 0.91 (calibration/validation) as Nash coefficient for the Bani 

SWAT hydrological model, located in south-west in Mali. 

Table 4 Description of sensitive parameters in Sirba SWAT hydrological model 

Rank Acronym Definition Range 

1 Cn2 Moisture condition II curve number 20-90 

2 Esco Soil evaporation compensation coefficient 0.01-1 

3 Sol_Awc Available water capacity of the soil layer 0-1 

4 Sol_Z Depth from soil surface to bottom of layer (mm) 0-3500 

5 Gwqmn 
Threshold water level in shallow aquifer for base flow 

(mm H2O) 
0-5000 

6 Ch_K(2) Effective hydraulic conductivity (mm/hr) 0-150 

7 Canmx Maximum canopy storage (mm) 0-100 

8 Revapmn 
Threshold depth of water in the shallow aquifer for 

―revap‖ to occur (mm) 
0-500 

9 Blai Potential maximum leaf area index for the plant 0-12 

10 Surlag Surface runoff lag coefficient 1-24 

 

Table 5 Fitted parameters after calibration of Sirba SWAT hydrological model 

Parameter 
Fitted 

Value 
Description Effect Unit 

v_GW_DELAY.g

w 
403.59 Groundwater delay 

Affects the groundwater movement, 

when increased. It is the lag 

between the times that water exits 

the soil profile and enters the 

shallow aquifer. 

day 

r_CN2.mgt -0.18 

Initial SCS runoff curve 

number for wetting 

condition 

Affects the direct runoff 

 
% 

v_EPCO.hru 0.29 Plant uptake For high value (1.0), the model - 
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Parameter 
Fitted 

Value 
Description Effect Unit 

compensation factor allows more of the water uptake 

demand to be met by lower layers 

in the soil. For low values (0.0) the 

model allows less variation from 

the depth distribution. 

r_ALPHA_BF.gw 1.10 Base flow Alpha factor 

Shows the direct index of ground 

water flow response to changes in 

recharge 

days 

v_GWQMN.gw 329.01 

Threshold depth of 

water required in the 

shallow aquifer required 

for base flow for base 

flow to occur 

The lower the GWqmn the higher 

the stream flow 

 

mm 

r_GW_REVAP.gw 0.08 

Groundwater ―Revap‖ 

coefficient 

 

Affects groundwater prone to 

evaporation, a low value of 

Groundwater ―Revap‖ leads to high 

base flow 

- 

v_CH_K2.rte 5.97 
Channel effective 

hydraulic conductivity 

Allows interaction between 

groundwater flow and river flow. 
mm/h 

v_REVAPMN.gw 31.33 

Treshold Depth of water 

in shallow aquifer for 

―Revap‖ 

When increased, the base flow will 

increase 
mm 

v_CANMX.hru 64.21 
Maximum canopy 

storage 
Impacts on runoff mm 

v_ESCO.hru 0.98 

Soil Evaporation 

compensation factor 

 

Affect portion of the soil prone for 

evaporation, counted in 

evapotranspiration. The higher the 

ESCO, the lower the evaporation 

- 

v_SURLAG.bsn 14.67 Surface lag coefficient 

It controls the fraction of the total 

water that is allowed to enter the 

stream on any specific day. When 

surlag increases, less water is held 

in storage 

day 

v_SLSUBBSN.hru 9.95 Slope sub-basin 
Contribute directly to surface 

runoff generation 
% 

v_CH_N2.rte 0.081 
Manning‘s "n" value for 

the main channel 
Affects the surface runoff - 

r_HRU_SLP.hru 0.63 Mean slope of HRU Impacts on the sediment yield % 

v_BIOMIX.mgt 0.25 
Biological mixing 

efficiency 

Defines the activity of soil 

organisms which influence soil 

porosity and water fluxes 

 

r_SOL_AWC (1-

2).sol 
0.96 

available water capacity 

of soil layer 

The higher the Sol_AWC, the less 

water to the reach 
% 

r_SOL_Z (1-2).sol -0.40 
Depth from soil surface 

to bottom of layer 
Acts on soil properties mm 

r_SOL_K (1-2).sol 0.88 
Saturated hydraulic 

conductivity 

Relates soil water flow rate to the 

hydraulic conductivity 
% 

r_SOL_ALB (1- 0.21 Moist soil albedo Impacts on the moisture content - 
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Parameter 
Fitted 

Value 
Description Effect Unit 

2).sol 

 

 

Fig. 3 Observed (blue) and simulated (red) hydrograph at Garbé-kourou (1989-2002) 

3.2 Selection of best streamflow forecast model 

After testing different models for finding the best one for the annual mean streamflows 

forecast over July-August-September (JAS) some analysis were done. 

Analysis of Bayes factor and graphical representation of models‘ posterior 

likelihoods enables to select the best seasonal annual mean streamflow forecast model. 

Once, observations range in reddish colour band (high likelihood) according to a given 

model, that model is deemed reliable. On each of the graphs in Figures 4 to 6, some 

observed streamflow values were inside the reddish (high probability) area while others 

fell within the bluish range (low probability). Figure 4 showed that 91% and 100% of the 

forecasted streamflow values under model M3 using respectively AirTemp and RHUM 

are within the reddish area. Therefore, since this area designates the range of high 

probabilities, model M3 using RHUM can be considered as a credible model. Model M4 

was found to perform well for all predictors, but this fact seemed that the models are not 

sensitive to the climatology which was used. 
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Fig. 4 Evolving likelihoods of forecasted seasonal annual mean streamflow from model 

M3 using RHUM (upper panel) and AirTemp (lower panel) 

 

It is observed on Figs. 5 and 6 that most of the forecasted seasonal annual mean 

streamflows tend to reddish colour (i.e., high probabilities). For instance models M2 
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(using RHUM), M1 (using SLP) had more than 70% of forecasted values within the 

interval of high probabilities. However, the evolving likelihoods of forecasted 

streamflows for models M1 and M2 are low compared to those of M3. The normalized 

Bayes factors for all models are given in Table 6, while Table 7 provides the means to 

interpret the magnitude of Bayes factor. It helps concluding if there is strong, moderate, 

or weak evidence in favor of one of the competing models. Bayes factors were favorable 

for model M3 (using RHUM) and relatively low for other models, thereby proving that 

there is strong evidence for this model (Table 8). Also, Table 8 showed the presence of 

strong evidence for models using RHUM. A comparison of these models under each 

predictor showed that for SLP, the performance of models is found in decreasing order as 

M3s, M4s, M2s, and M1s; while for AirTemp the inequality M3a>M4a>M2a>M1a was 

found. Furthermore, RHUM revealed M3rh as the strongest model followed respectively 

by M4rh, M2rh, and M1rh. Thus, seasonal annual mean streamflow forecast, considering 

constant parameters seem to be the best approaches for this Sahelian region among the 

tested models. However, it should be noted that model M2 seemed to perform relatively 

well; and this performance could be enhanced if there were enough streamflow dataset. 

Also, forecasted values tend to reddish area for almost models. 

Model M3 could be regarded as the most favorable for forecasting seasonal annual 

mean streamflow over the Sirba watershed with a lag time of 8 months. Thus, a 

combination of models with constant parameters and Bayesian model selection approach 

using normalized Bayes factor, forms as a whole a reliable forecast of seasonal annual 

mean streamflow over West Africa. Comparatively, the results obtained for the case of 

maximal monthly streamflows (JAS) showed that 100% and 92% of the forecasted 

maximum monthly streamflows under model M1 using respectively AirTemp and 

RHUM are within the area of high probabilities (Fig. 7). Thereby, model M1 seems to be 

the best model for predicting the maximum monthly streamflow as the likelihoods for 

other models are mostly in bluish range (low probabilities). This model M1 using 

AirTemp help predicting such flows 4 months ahead. 
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Fig. 5 Evolving likelihoods of forecasted seasonal annual mean streamflow from model 

M2 using RHUM (upper panel) and AirTemp (lower panel) 
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Fig. 6 Evolving likelihoods of predicted seasonal annual mean streamflow from models 

M1 (upper panel) and M4 (lower panel) using SLP 
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Fig. 7 Evolving likelihoods of forecasted maximum monthly streamflow from model M1 

using AirTemp (upper panel) and RHUM (lower panel) 
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Additionally, a thorough analysis of the different Bayes factors in Table 9 and 10 

exhibited large values of Bf to the benefit of model M1 using AirTemp which means a 

strong evidence for such model among the competing ones. Moreover, an appraisal of all 

models under each predictor pointed the following relations: M1a>M3a>M2a>M4a, 

M1s>M4s>M3s>M2s, and M4rh>M1rh>M3rh>M2rh respectively for AirTemp, SLP and 

RHUM. Therefore, models with changing parameters could be reflected as the 

preeminent to forecast the maximum monthly streamflow in this region.  

Regarding, the uncertainties, our model predicts seasonal streamflows and then 

statistically distributes it over the year using the fragment method. It is not possible in our 

study to look at different periods of the year separately, and the uncertainty will simply 

be proportional to the average streamflow in a given month. 

One interesting finding in this paper is that different characteristics of the streamflow 

hydrograph are best forecasted by different models, suggesting that a multimodel 

approach to forecasting may be an interesting solution to climate forecasting in the Sahel. 

The study also highlighted that there are strong non-linearities between climate based 

predictors and streamflow in the study area. Therefore the current practice in the region 

of directly linking predictors such as sea surface temperature to streamflow in the Sahel is 

far from being optimal. 
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Table 6 Normalized Bayes factors for seasonal annual mean streamflow forecast models 

 
a: subscript for model developed using AirTemp as predictor 

rh: subscript for model developed using RHUM as predictor 

s: subscript for model developed using SLP as predictor 

 

 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a 1 2.90E+01 8.15E+09 6.08E+09 3.18E+03 1.93E+05 4.95E+14 6.08E+09 5.60E-02 3.34E+00 1.65E+12 6.08E+09

M2a 3.45E-02 1 2.81E+08 2.10E+08 1.10E+02 6.67E+03 1.71E+13 2.10E+08 1.93E-03 1.15E-01 5.68E+10 2.10E+08

M3a 1.23E-10 3.56E-09 1 6.07E+04 7.45E-01 3.90E-07 8.15E+04 7.45E-01 6.87E-12 4.10E-10 2.02E+02 7.45E-01

M4a 1.65E-10 4.77E-09 2.37E-05 1 5.23E-07 3.18E-05 1.56E+11 1.00E+00 9.21E-12 5.50E-10 2.71E+02 1.00E+00

M1rh 3.15E-04 9.13E-03 1.34E+00 1.91E+06 1 6.08E+01 2.56E+09 1.91E+06 1.76E-05 1.05E-03 5.19E+08 1.91E+06

M2rh 5.17E-06 1.50E-04 2.57E+06 3.14E+04 1.64E-02 1 1.23E+04 3.14E+04 2.90E-07 1.73E-05 8.52E+06 3.14E+04

M3rh 2.02E-15 5.86E-14 4.22E+04 6.42E-12 3.90E-10 1.65E-05 1 1.23E-05 1.13E-16 6.76E-15 3.33E-03 1.23E-05

M4rh 2.83E-07 8.19E-06 2.30E+03 1.72E+03 8.98E-04 5.46E-02 1.40E+08 1 1.58E-08 9.45E-07 4.66E+05 1.72E+03

M1s 1.79E+01 5.18E+02 1.46E+11 1.09E+11 5.68E+04 3.45E+06 8.84E+15 1.09E+11 1 5.98E+01 2.94E+13 1.09E+11

M2s 2.99E-01 8.67E+00 2.44E+09 1.82E+09 9.50E+02 5.78E+04 1.48E+14 1.82E+09 1.67E-02 1 4.92E+11 1.82E+09

M3s 6.07E-13 1.76E-11 4.95E-03 3.69E-03 1.93E-09 1.17E-07 3.01E+02 3.69E-03 3.40E-14 2.03E-12 1 3.69E+01

M4s 2.44E-07 7.08E-06 1.99E+03 1.48E+03 7.76E-04 4.72E-02 1.21E+08 1.48E+03 1.37E-08 8.17E-07 4.02E+05 1

SLP

Mr

AirTemp

RHUM

SLP

Mi AirTemp RHUM
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Table 7 Scale for Bayes factor interpretation (source: Min et al. 2007) 

Bayes Factor Interpretation 

    
  ⁄  Strong evidence for    

 
  ⁄      

 ⁄  Moderate evidence for    

 
 ⁄       Weak evidence for    

       Weak evidence for    

        Moderate evidence for    

      Strong evidence for    
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Table 8 Comparison of twelve seasonal annual mean streamflow forecast models 

 
St.E.: Strong Evidence (for example, St.E. M1a: strong evidence for M1a)  Md.E.: Moderate Evidence  Wk.E.: Weak Evidence 

a: subscript for model developed using AirTemp as predictor 

rh: subscript for model developed using RHUM as predictor 

s: subscript for model developed using SLP as predictor 

 

 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a Wk.E.M1a St.E.M2a St.E.M3a St.E.M4a St.E.M1rh St.E.M2rh St.E.M3rh St.E.M4rh St.E.M1a St.E.M2s St.E.M3s St.E.M4s

M2a St.E.M2a Wk.E.M2a St.E.M3a St.E.M4a St.E.M1rh St.E.M2rh St.E.M3rh St.E.M4rh St.E.M2a St.E.M2a St.E.M3s St.E.M4s

M3a St.E.M3a St.E.M3a Wk.E.M3a St.E.M3a St.E.M3a St.E.M3a St.E.M3rh St.E.M3a St.E.M3a St.E.M3a St.E.M3a St.E.M3a

M4a St.E.M4a St.E.M4a St.E.M3a Wk.E.M4a St.E.M4a St.E.M4a St.E.M3rh St.E.M4rh St.E.M4a St.E.M4a St.E.M3s St.E.M4s

M1rh St.E.M1rh St.E.M2a St.E.M3a St.E.M4a Wk.E.M1rh St.E.M2rh St.E.M3rh St.E.M4rh St.E.M1rh St.E.M1rh St.E.M3s St.E.M4s

M2rh St.E.M2rh St.E.M2rh St.E.M3a St.E.M4a St.E.M2rh Wk.E.M2rh St.E.M3rh St.E.M4rh St.E.M2rh St.E.M2rh St.E.M3s St.E.M4s

M3rh St.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh Wk.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh St.E.M3rh

M4rh St.E.M4rh St.E.M4rh St.E.M3a St.E.M4rh St.E.M4rh St.E.M4rh St.E.M3rh Wk.E.M4rh St.E.M4rh St.E.M4rh St.E.M3s St.E.M4rh

M1s St.E.M1a St.E.M2a St.E.M3a St.E.M4a St.E.M1rh St.E.M2rh St.E.M3rh St.E.M4rh Wk.E.M1s St.E.M1s St.E.M3s St.E.M4s

M2s St.E.M2s St.E.M2s St.E.M3a St.E.M4a St.E.M1rh St.E.M2rh St.E.M3rh St.E.M4rh St.E.M1s Wk.E.M2s St.E.M3s St.E.M4s

M3s St.E.M3s St.E.M3s St.E.M3a St.E.M3s St.E.M3s St.E.M3s St.E.M3rh St.E.M3s St.E.M3s St.E.M3s Wk.E.M3s St.E.M3s

M4s St.E.M4s St.E.M4s St.E.M3a St.E.M4a St.E.M4s St.E.M4s St.E.M3rh St.E.M4rh St.E.M4s St.E.M4s St.E.M3s Wk.E.M4s

SLP

Mr

AirTemp

RHUM

SLP

Mi AirTemp RHUM
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Table 9 Normalized Bayes factors for maximum monthly streamflow forecast models 

 

 

 

 

 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a 1 2.33E+04 3.95E+01 2.81E+03 1.25E+01 3.43E+13 3.15E+19 2.43E+04 2.06E+05 2.45E+11 1.88E+22 1.57E+03

M2a 1.24E+03 1 5.40E-05 2.67E-01 5.06E-04 7.73E+09 2.31E+15 8.01E-01 1.82E+01 9.87E+06 7.65E+17 6.55E-01

M3a 9.53E+00 1.41E-03 1 6.58E+02 3.47E+01 2.79E+14 6.55E+19 5.88E+03 5.12E+05 2.77E+11 5.46E+21 5.65E+03

M4a 2.21E+04 3.88E-01 6.58E+03 1 6.60E-03 5.47E+10 2.12E+16 1.00E+00 8.97E+01 6.86E+07 6.57E+18 1.00E+00

M1rh 1.95E+01 2.53E-04 6.64E+01 6.70E-03 1 9.09E+12 3.91E-19 1.89E+02 3.97E-05 1.98E+10 4.35E+20 5.67E+02

M2rh 6.43E+14 8.61E+09 2.13E+14 5.61E+10 9.01E+12 1 3.13E+05 3.39E-11 6.04E+08 7.76E+02 1.34E-08 5.68E+10

M3rh 1.16E+19 1.25E+15 6.55E+19 1.09E+16 5.79E-19 2.89E+05 1 1.89E+16 2.35E+14 3.09E+08 2.99E+02 1.88E+16

M4rh 2.19E+03 2.09E-01 8.53E+03 1.00E+00 4.19E+02 1.54E-11 2.18E+16 1 8.08E+01 1.98E-08 6.54E+18 1.00E+00

M1s 2.64E+05 1.61E+02 5.14E+05 9.18E+01 7.90E-05 7.72E+08 2.32E+14 9.10E+01 1 7.89E+05 2.54E-17 9.22E+01

M2s 2.13E+12 8.89E+07 3.14E+11 5.64E+07 3.08E+10 7.89E+02 2.12E+08 3.12E-08 7.12E+05 1 1.88E-11 5.68E+07

M3s 3.67E+22 6.60E+16 5.87E+21 4.68E+18 7.12E+20 2.36E-08 3.90E+02 3.90E+18 3.51E-17 1.77E-11 1 7.65E+18

M4s 3.60E+03 2.11E-01 2.66E+03 1.00E+00 1.67E+02 5.65E+10 2.21E+16 1.00E+00 9.19E+01 4.33E+07 3.69E+18 1

SLP

Mr

AirTemp

RHUM

SLP

Mi AirTemp RHUM
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Table 10 Comparison of twelve maximum monthly streamflow forecast models 

 

 

 

 

 

M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s

M1a Wk.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a

M2a St.E. M1a Wk.E. M2a St.E. M3a Md.E. M2a St.E. M1rh St.E. M2a St.E. M3rh Md.E. M4rh St.E. M2a St.E. M2a St.E. M2a Md.E. M4s

M3a St.E. M1a St.E. M3a Wk.E. M3a St.E. M3a St.E. M1rh St.E. M2rh St.E. M3a St.E. M3a St.E. M1s St.E. M3a St.E. M3s St.E. M3a

M4a St.E. M1a Md.E. M2a St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4a St.E. M4a Wk.E. M4a St.E. M4a St.E. M4a St.E. M3s Wk.E. M4a

M1rh St.E. M1a St.E. M1rh St.E. M1rh St.E. M1rh Wk.E. M1rh St.E. M1rh St.E. M1rh St.E. M4rh St.E. M1s St.E. M1rh St.E. M3s St.E. M1rh

M2rh St.E. M1a St.E. M2a St.E. M2rh St.E. M4a St.E. M1rh Wk.E. M2rh St.E. M3rh St.E. M4rh St.E. M1s St.E. M2rh St.E. M3s St.E. M4s

M3rh St.E. M1a St.E. M3rh St.E. M3a St.E. M4a St.E. M1rh St.E. M3rh Wk.E. M3rh St.E. M4rh St.E. M1s St.E. M2s St.E. M3rh St.E. M4s

M4rh St.E. M1a Md.E. M4rh St.E. M3a Wk.E. M4a St.E. M4rh St.E. M4rh St.E. M4rh Wk.E. M4rh St.E. M4rh St.E. M4rh St.E. M3s Wk.E. M4rh
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4. Conclusion 

Comparative study is carried out using two set of models having respectively changing 

and constant parameters. These models were applied on three predictors, namely, sea 

level pressure, relative humidity, and air temperature. Seasonal rainfall probability 

forecasts derived from such models were used in combination with Sirba hydrological 

model to estimate seasonal streamflow. Graphs of likelihoods in addition to Bayesian 

model selection using normalized Bayes factor helped to confront rivaling models. The 

results showed that model M3 using RHUM as predictor is the best seasonal annual mean 

streamflow forecast model followed by model M4 among forecast models. Also, model 

M1 using AirTemp is deemed the preeminent to forecast the maximum monthly 

streamflow. Thereby, models with constant parameters and those allowing for parameters 

changes according to rainfall magnitude could be respectively regarded as the best for 

seasonal annual mean (resp. maximum monthly) streamflows forecast over the Sirba 

watershed. Therefore, this type of model associated with the Bayesian model selection 

approach appeared to be a good way to forecast seasonal annual mean (resp. maximum 

monthly) streamflow in this Sahelian region. 
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6.3. Seasonal Streamflow Forecasting with Non-linear Methods 

The seasonal rainfall predicted by the NLPCA model using AirTemp was 

considered for predicting the seasonal streamflow. The forecasted seasonal rainfall was 

disaggregated from the seasonal to daily scale using the method of fragment (MF). To 

estimate the performance of MF, the simulated monthly rainfall (after disaggregation) 

was compared to the observed rainfall using NASH, R
2 

and HIT criteria. The results 

showed that the simulated rainfall closely agreed with the observed data, with Nash, R
2 

and HIT values of 0.81, 0.87 and 85.82% respectively. Thus, MF performed quite well 

with respect to the obtained model skill values for this temporal disaggregation model. 

Simulated and observed monthly rainfall are compared in Figure 6.4. 

 

Figure 6.4 Observed and simulated rainfall using method of fragment (1989-2003) 

After acquiring the disaggregated rainfall, it was fed into the Sirba SWAT model 

to force the hydrological model to produce monthly streamflows, which are later 

aggregated into seasonal streamflow. The Figure 6.5 presents the observed and simulated 

streamflows, and it is obvious that the result was fairly acceptable (NASH value of 0.58) 

knowing all the uncertainties involved in the seasonal rainfall forecasting and in a 
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hydrological model development. However, this seasonal streamflow forecast can be 

improved by working the temporal disaggregation model as well the calibration of the 

Sirba hydrological model. 

 

Figure 6.5 Observed and simulated streamflow (1989-2002) 

6.4. Synthesis and partial conclusion 

A SWAT hydrological model was developed for the Sirba watershed and the 

model was calibrated after a sensitivity analysis. The evaluation of the model showed that 

the simulated monthly hydrograph reproduced the observations well with a NASH value 

of 0.83. This value was found to be within the range of those obtained by several studies 

in the same region. Thus, the results of the Sirba SWAT hydrological model in this study 

could be considered acceptable. The calibrated Sirba SWAT hydrological model was 

further used work in the study for a seasonal streamflow forecasting. For such purpose 

two set of models with changing parameters and models with constant parameters were 

developed and tested over the Sirba watershed to forecast seasonal streamflow using 

three predictors, namely, SLP, RHUM, and AirTemp. The simulation results showed that 

models with constant parameters were deemed preeminent for seasonal annual mean 
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streamflow forecast; while the models allowing for parameters changes according to 

rainfall magnitude could be regarded as the best to forecast seasonal maximum monthly 

streamflows over the Sirba watershed. 

The other developed seasonal streamflow forecasting model was based on 

NLPCA method. This forecasting was done using the forecasted rainfall obtained from 

the NLPCA seasonal rainfall forecast model which were disaggregated to daily scale and 

fed in the Sirba SWAT hydrological model. The result was fair acceptable (NASH = 

0.58) regarding the different kind of uncertainties that usually occurred in a forecasting 

and hydrological model development. 

Based on the different forecasting models developed and tested in this chapter, it 

can be concluded that models with changing parameters and models with constant 

parameters once associated with the Bayesian model selection approach could be a good 

way to forecast seasonal annual mean (respectively maximum monthly) streamflow in 

this Sahelian region. 
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Chapter 7. Seasonal Flood Forecasting  

In this chapter the development a seasonal flood forecasting model and the 

evaluation of the level of risk associated with each seasonal forecast are presented. A 

simple risk measure was used: the probability of overtopping of the flood protection 

dykes in Niamey. 

In developing such seasonal forecasting model, many steps were undergone and 

they are all presented in this chapter. Among these steps, there are the development of a 

hydro-dynamical model of Niger River at Niamey, the copula method used to find the 

adequate copula that models better the observed streamflows from Garbé-Kourou and 

Kandadji. Also, the probabilities of overtopping of the flood protection dykes in Niamey 

are assessed. 

7.1. Copula approach 

Formally, a d-dimensional copula is a distribution function defined on the 

hypercube [0; 1]
d
 and whose margins are uniform. Sklar (1959) theorem allows to 

connect the concept of copula to the multivariate distribution function. 

The concept of copula is a powerful and flexible tool since it allows to model the 

dependence regardless of the effect of the behavior of margins, that is to say F1; F2; ...; Fd 

distribution functions of variables X1; X2; ...; Xd considered individually. 

In the modern theory of stochastic dependency, copulas prove to be the tool of choice. 

Indeed, a copula contains all pertinent information about the dependency structure of a 

vector of continuous random variables and is used to isolate the effects of marginals. 

Full details on how the copula was used in this work to assess the dependence 

between streamflows (at Garbé-Kourou and Kandadji) and the results from the analysis 

were presented in paper 4 (section 7.4). Also, the best copula that fit well the dependency 

structure was presented in that paper as well as the entire criteria used for such selection. 
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7.2. Niger River hydro-dynamical model at Niamey  

In setting up a flood forecasting model, the type of model to be used is driven by 

the purpose for which such model is designed. Some criteria defined by WMO (2011) 

help to make a judicious choice of a real-time flood forecasting model. These conditions 

are: 

- Relationship between  lead time / time of concentration ; 

- Robustness of the model ;  

- Necessary computational time. 

However, the last criteria should not prevent to test accurate and advanced (or 

sophisticated) models despite of their high computational time. In addition, there are 

limits and advantages of each set of models (physical-process models, data-driven 

models, conceptual models) that help to select an appropriate model for flood forecasting. 

The targeted objective is to get a model that gives a less uncertainty in forecasting flood. 

Based on these criteria, the hydraulic model HEC-RAS and HEC-GeoRAS associated to 

ArcGIS were selected to develop the Niger River hydro-dynamical model. They helped to 

study and evaluate flood flows and flood zone mapping in a range of Niger River at 

Niamey (160 km sides Niamey). Peak flows before august spanning the period 1980-

2013 were used, and they are from two flow measure stations: Kandadji (on Niger River) 

and Garbé-Kourou (outlet of the Sirba watershed located at Niger River). The model was 

calibrated to reproduce the last rating curve over the period 2009-2014 using the observed 

elevations data at Niamey and a bathymetry data (over 160 km sides Niamey) of Niger 

River. A floodplain map of Niamey city was generated. 

It is found that the calibrated model over the period 2009-2014 reproduce almost 

perfectly the last rating curve over the indicated period. The simulations showed the 

overtopping of the 6 levees during specific years, and this confirmed the periods during 

which Niamey city underwent several flooding leading to several losses. 

The remaining processes and results from the model development were presented 

in the paper 4 (section 7.4). 
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7.3. Probability of overtopping 

The most basic and important steps in floodplain management are the 

determination of the exact boundaries of the floodplain and the estimation of flood 

damage. Unfortunately, most of models predict the flood without assessing the resulting 

damages. Thus, this process usually ignored by modelers is very important for decisions 

makers in order to get more prepared from the forecasted flood. 

The flood risk assessment involved the identification of the hazard, the exposed 

assets, the vulnerability, the damages, and the losses exceedance both economic and 

human. In this work, after developing the seasonal flood forecasting model, a simple risk 

measure was used to compute the probability of overtopping of the flood protection dykes 

in Niamey. 

All details on computing the overtopping probabilities and the seasonal flood 

forecast in Niamey are presented in Gado et al. (2016) (see section 7.4). 

7.4. A copula-based approach for assessing flood protection 
overtopping associated with a seasonal flood forecast in 
Niamey, West Africa 

The models development and the achieved results were published in Gado et al. (2016) as 

detailed in the next paragraphs. 
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Abstract 

Flood is one of the most important natural disasters that causes huge loss of life and 

properties every year around the world. Moreover, the International Federation of the Red 

Cross and Red Crescent Societies pointed out that floods were by far the greatest cause of 

homelessness. In West Africa, many countries are damaged from flooding almost each 

season. Thus, this study aimed to set a seasonal flood forecast model and carried out an 

evaluation of the level of risk associated with each seasonal forecast. Hydrologic 

Engineering Center‘s River Analysis System model was used to develop the hydro-

dynamical model of Niger river at Niamey, then a simple risk measure was used to 

calculate the probability of overtopping the flood protection dykes in Niamey. The results 

show that the hydro-dynamical model reproduced well the rating curve over the period 

2009-2014. Also, the Gumbel copula method was found to be the best among the tested 5 

copulas with a Ks-value of 71.61%. The copula analysis pointed to a dependency 

between the tributaries contributing to the seasonal flood at Niamey. It is found that for 

the six dykes the probabilities of being overtopped by the flood are very high to low, 

varying from 100% to 16.67 %.  

Keywords: Seasonal flood forecast; HEC-RAS model; Dykes; Copula; West Africa  

1. Introduction 

Climate variability is known as a short-term deviation from the normal of the climate at a 

given place. Deviations affect parameters such as temperature, wind and precipitation. In 

different parts of the world, the climate is also distinguished by extreme weather events 

such as droughts, flooding, and so on. These extreme weather events cause recurrently 
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worldwide significant human loss and economic disasters. This is the case, for example, 

of floods in the Sahel in West Africa. Climate change is thought to be the reason behind 

the increase in magnitude and frequency of extreme weather events such as droughts, 

intensive precipitations, floods, strong winds, storm surges that were reported in several 

recent publications (UNDP, 2010; IPCC, 2007). The extreme events have severe 

consequences for societies in underdeveloped countries where the populations are more 

vulnerable due to their low adaptive capacity (Scheraga & Grambsch, 1998); this fact was 

specifically detailed in the study by Heather (2014) who particularly emphasized on the 

lack of sustainable solutions for communities to fight against these calamitous 

phenomena. 

Flooding can be defined as the overflowing by water of the normal confines of a stream 

or other body of water, or accumulation of water by drainage over areas that are not 

normally submerged (WMO, 2011). Different types of floods are mentioned in the 

literature and they can be categorized into 10 groups: Flash floods, fluvial (riverine) 

floods, single event floods, multiple event floods, seasonal floods, coastal floods, 

estuarine floods, urban floods, snowmelt floods, and ice-and debris-jam floods. For more 

details on these floods, the reader can refer to WMO (2011); Antoine et al. (2008); 

Dasylva (2009); Laganier et al. (2004) and Ngoran et al. (2015).  

Flood is one of the most important natural disasters which cause extensive loss of life and 

properties every year around the world. According to WMO statistics on the types of 

water-related natural disasters in the world (WMO 2011), floods have been more frequent 

and had more economic impact on the population as compared to other extreme events 

during the last two decades. Indeed, the United Nations Educational, Scientific and 

Cultural Organization (UNESCO) showed in its water assessment program that 15% of 

deaths issued from natural disasters are due to flooding. For instance the Asian continent 

was affected by 44% of flood disasters during the period 1987-1997, that led to the loss 

of 228 000 lives (Awotwi et al., 2015). Moreover, the International Federation of the Red 

Cross and Red Crescent Societies (IFRC) pointed out that floods were by far the greatest 

cause of homelessness. In West Africa, many countries have been recently damaged   by 

flooding:  Burkina Faso and Niger have been hardly hit by heavy flooding in 2009 and 

faced many emergency situations. At least 30 people were killed and 350,000 displaced 
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when torrential rains soaked much of West Africa in September 2009. In 2007, 300 

people died and 800,000 were affected by the inundations (OCHA, 2009). It is 

particularly found that the Niger River and its tributaries (at upstream) always contribute 

to the flooding issue in Niger especially at Niamey city. Many dead and displaced 

populations were registered during such flooding events. In 2013, the economic losses 

induced by flooding in Niger were estimated to 32 billion FCFA (OCHA, 2013).  

Therefore, there is a great need to forecast flood in order to provide early-warning   about 

impending flood to stakeholders to alert the population in order to reduce the probable 

losses. Seasonal flood forecasts are of prime importance for Niamey city due to its 

location at the banks of the Niger River. Seasonal floodings experienced annually by the 

city generate the displacement of the local population living near the river, economic loss 

and psychological impact on victims. It should be noted that Niamey is a city that lacks of 

adequate resources, so the funds disbursed to aid the victims should have been invested in 

the development of the city in order to provide better living conditions to the population. 

Hence, the seasonal flood forecast should help Niamey city to avoid or to lessen the 

overall impacts of a flood and also by saving lives, livestock and property. 

In a broad sense, flood-risk assessment combines a frequency analysis of extreme hydro-

logical phenomena and an evaluation of the flood damages.  

This article discusses the hydrological variability by assessing the potential damages of 

induced flood events over seasons. The development of a seasonal flood forecast model 

for Niamey city, involves the development of a hydro-dynamical model of Niger at 

Niamey using HEC-RAS model, and applying probability distributions to generate 

probabilistic forecast for each year. Thus, the aim of this study is to develop a seasonal 

flood forecast model in Niamey and to quantify the probabilities of flood protection 

dykes to be overtopped. In attaining this objective a copula-based approach is chosen.  

2. Seasonal flood forecasting approach 

The performance of an engineered flood protection system must be evaluated over the 

system‘s lifetime. Consequently, the hydrologic conditions can be described as a function 

of time, particularly if the river environment changes over time due to the impact of land-

use change or because of climate perturbations. In order to tackle such issues, flood 
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forecasting is needed to help taking the necessary and adequate measures to avoid such 

flood or to reduce its impacts. The critical part of any flood forecasting system is the 

hydrological model (i.e., rainfall-runoff model). It is for this reason that Serban & Askew 

(1991) considered the hydrological model as the element that ensures the success and 

efficiency of a flood forecasting system. Thus, the choice of the rainfall-runoff model is 

fundamental for flood forecasting attainment in order to produce the exact flood 

projections based on input data (hydro-meteorological and other data). Flood forecasters 

usually rely heavily on real-time data about rainfall and river water levels as well as 

rainfall forecasts (Najafi et al., 2011). But there are uncertainties in long-range forecasts, 

noticeably biases in precipitation frequency (i.e., too many rainy days), and intensity (i.e., 

too small precipitation values). Thus bias correction of seasonal rainfall forecasts is 

essential before using them as inputs for hydrological models. To circumvent such 

process, we developed a new approach for seasonal flood forecast for Niamey city. The 

seasonal flood forecast model for Niamey city was developed based on the probabilistic 

forecasted streamflows. It involves the development of a hydro-dynamical model of 

Niger at Niamey using HEC-RAS model, and applying probability distributions to 

generate probabilistic forecast for each year. The developed seasonal flood forecast 

model is a tool that could help stakeholders to take adequate decision to reduce the 

resulting damages. Also, the quantification of probabilities of flood protection structures 

to be overtopped could help a lot to avoid high induced economic losses. Therefore, the 

main idea behind this seasonal flood forecast model is that any flood forecasting model or 

method has to consider the will of decision makers (Klemes, 2002; O‘Connor, 2006; 

Perrin et al., 2001). 

3. Materials and methods 

3.1 Study Area  

Two areas are considered in this study, namely, the Niger River at Niamey city for flood 

damages and the Sirba watershed (Sirba tributary) for flow prediction. Located in western 

Niger between longitudes 2° 01' - 2° 14' East and latitudes 13° 25' - 13° 36' North, 

Niamey is landlocked in the department of Kollo. It is bounded to the north-east by the 

rural town of Hamdallaye, at east and south by the rural town of Liboré and at west by the 
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canton of Lamordé and the rural town of Karma (Tinni, 2011). Niamey, capital of Niger, 

is built on both banks of the Niger River. The left bank houses the districts I, II, III, and 

IV; while the fifth district is on the right bank. These five districts give rise to a set of 96 

quarters occupying a surface of 239.263 km
2
 (Tinni, 2011). The Figure 1 presents the 

location and characteristics of Niamey city. 

 

Figure 1: Description of Niamey city (Adapted from Sanda, 2010) 

The development of Niamey falls within the administrative needs of the colonial 

authorities and subsequently of the Niger governments. The city spread diffusely without 

proper planning developments. Currently, the urban area at the right bank is experiencing 

unparalleled growth driven by ever-increasing rural exodus (Diaz Olvera et al., 2002; 

Gilliard, 2005). This spatial expansion meets the growing demographic needs. Its 

population increased from about 30,000 inhabitants in 1960 to 1,222,066 people in 2010, 
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that is, from 1 to 8% of the total population in fifty years. This growing of the 

demographic weight confirms the importance of rural-urban migration and high annual 

population growth rate (3.3%) (Motcho, 2006; INS, 2010). This high demographic and 

spatial pressure also generates land issues involving competition between housing, 

industry and agriculture, and the use of vulnerable space, for instance the Niger River 

banks are without any prior planning. Thus, this work is carried out on the portion of the 

Niger River at Niamey (along 160 km upstream and downstream) in order to seek ways 

on how to tackle this flooding issue. The choice of Niamey city is motivated by the fact 

that the city experienced almost each year seasonal flooding which usually led to the 

displacement of the local population living near the river, and huge economic losses. 

Moreover, this area offers the opportunity to carry out such kind of study because the city 

undergoes an anarchic occupation and the population has low fiscal revenue to cope with 

the issued consequences.  

Concerning the Sirba watershed, it is a transboundary watershed in between Burkina Faso 

and the Niger Republic. The Sirba watershed lies within the latitudes 12°55‘54‘‘–

14°23‘30‘‘N and  longitudes 1°27‘W–1°23‘42‘‘E with an area of 38,750  km
2
 (Mara, 

2010). The Sirba extends over three sub-climate zones based on the mean annual amount 

of rainfall decreasing from south to north: a southern Sudanian zone with mean annual 

rainfall between 700 and 800 mm, a northern Sudanian zone with mean annual rainfall 

ranging from 550 to 650 mm and a Sahelian zone with mean annual rainfall of 300 to 500 

mm. The highest quantities of rainfall are observed during the months of July to 

September (JAS), regardless of the climate zone. The climate is generally characterized 

by the presence of two seasons: a dry season (October–April) due to the harmattan (dry 

hot wind) and a rainy season (May–September) due to the presence of the West African 

Monsoon (cold wet wind). The hydrographic network is relatively dense and consists of 

three main tributaries (Sirba, Faga and Yeli) as well as some small reservoirs from five 

dams with non-operated spillways (Figure 2). Based on the description of the rainfall 

pattern, the hydrological regime in the Sirba watershed is a Sahelian type, while its 

vegetation formation is thorny and of a lightly wooded savannah (Gado Djibo et al., 

2015). The reason for choosing the Sirba basin is due to the fact that the Sirba tributary 

contributes to the local flood of Niger River. It is also one of the most important affluent 
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of Niger River; and it is specifically chosen to predict the seasonal flows in order to 

develop the seasonal flood forecast model.  

 

Figure 2: Location of Sirba watershed (source: Gado Djibo et al., 2015) 

3.2 Modeling the dependence of flood peak at the Kandadji and Garbe - 

Kourou station using Copulas 

Let X and Y be random variables with distribution function FX and FY. We called copula 

(2-dimensional) any distribution function C whose marginal bivariate is a uniform 

distribution on [0, 1]. In other words, C satisfies the four properties of a bivariate 

distribution function in addition to the following 4 equations: 

C(x, y) = 0 if x ≤ 0 or y ≤ 0 ………………...………………… (1) 

C(x, y) = 1 if x ≥ 1 and y ≥ 1 …………………………………. (2) 

C(x, y) = x if y ≥ 1 …………………………………….……… (3) 

C(x, y) = y if x ≥ 1 …………………….…………….……...… (4) 

Copula theory allows to model the dependence structure between variables independently 

of marginals (Sklar, 1959). It has been widely applied in various fields, such as biology 

(Frees & Valdez, 1998) and Insurance and Reinsurance (Klugman & Parsa, 1999; 
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Belguise, 2001; Venter, 2002, 2003; Charpentier, 2003). In hydrology, Favre et al. (2004) 

present two applications of copula: the first concerns the modeling of flow rates upstream 

and downstream of a river with tributary, and the second concerns the joint modeling of 

annual maximum flows based on the volume of runoff. De Michele et al. (2005) used the 

Gumbel copula to model the positive dependence between the peak flow and flood 

volume. Zhang & Singh (2006) used bivariate copulas for frequency analysis of the 

variables: peak flow and volume of runoff, and flood volume and its duration. 

In this study, the copula method is applied for the analysis of the dependence structure for 

the couple of streamflows at Kandadji and at Garbé-Kourou. This helps to check which 

flow station contributes more to the flooding occurring at Niamey city along the Niger 

River. This checking was made in 3 main steps detailed in the next paragraphs. 

a. Identification and adequacy of marginals 

Eleven statistical distributions were applied and tested over the streamflow data series of 

Kandadji and Garbé-Kourou. The distributions are individually tested using the 

maximum likelihood method to compute the parameters of each distribution. The 

statistical criterion used to assess the goodness of fit is the Kolmogorov-Smirnov (Ks) 

test (Wilks, 2006). All statistical distributions were ranked based on the goodness of fit 

values, where the lesser value denotes a high rank. Additionally, the p-value is also used 

because the higher the p-value the lower the statistical value of the goodness of fit. This 

ranking helps classifying the probability distributions and eases the identification of the 

best distribution. The probability densities of the best fit were computed. More details on 

these tests are provided in Wilks (2006) and Solaiman (2011). 

b. Detecting dependency 

To characterize and measure the dependence between flow at Kandadji and Garbé-

Kourou, two criteria are used: the Spearman (ρs) and Kendall (τ) rank correlation 

coefficients. These two correlation coefficients are the most suitable as they only depend 

on the rank of each observation compared to Pearson correlation coefficient which 

depends on variables values. Furthermore ρs and τ are invariant under strictly increasing 

transformations of random variables X and Y. 
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In addition, distributions of ρs and τ are near normal distribution of average zero and 

respective variances  and  . So random variables X and Y can be considered 

as dependent on α threshold, if:    and   

respectively (Emna & Assia, 2008). Therefore, the dependence parameter was estimated 

using the above conditions.  

c. Selection and adequacy of the copula 

Five copulas were used to find the dependence structure. They are t-copula, Gaussian 

copula, Frank copula, Gumbel copula, and Clayton copula. It consisted to compare the 

empirical values and the estimated values for the different copula. This comparison is 

made using the Kolmogorov-Smirnov test (Marsaglia et al., 2003) to a threshold α. This 

test is recommended by several studies such as Genest et al. (2006) and Genest & Rivest 

(1993). Also, the quantile-quantile (QQ) plot is performed after resampling because it 

helps checking ultimately if the convergences between the distribution of series being 

tested and those of reference are very obvious. 

3.3 Hydro-dynamical model development for Niger river at Niamey 

In this study, the hydraulic model HEC-RAS (Hydrologic Engineering Center‘s River 

Analysis System) and HEC-GeoRAS associated to ArcGIS were used to study and 

evaluate flood flows and map flood zone along 160km upstream Niamey. 

HEC-RAS, a one-dimensional, hydraulic-flow model was used to model the Niger River 

at Niamey. The HEC-RAS program has been developed by the US Army corps of 

Engineers since its inception in 1964, and different sub-programs have been continuously 

established. It was designed specifically for application in floodplain management and 

flood-insurance studies to evaluate floodway encroachment and to simulate estimated 

flood inundation (U.S. Army Corps of Engineers, 2009; Soleymani et al., 2014). This 

model is used worldwide. Indeed, Johnson et al. (1988) used HEC-RAS model to predict 

and determine the desired land boundaries, 10 km along the Wyoming River - Gary Bull 

in America. Using the model, the water surface profile of the river was plotted. Using 

HEC-RAS software, David and Smith (2000), evaluated the hydraulic behavior of the 
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flood. David, et al. (2002) studying flood for a period of 5 years in the United States, 

prepared flood zone maps. Knebl et al. (2005) using the hydrological model, HEC-HMS, 

and hydraulic model, HEC-RAS, and radar precipitation estimate (NEXRAD) in the 

basin of San Antonio, Central Texas, United States suggested logic model for flood, and 

compared the model with the summer 2002 flood. Results showed the model efficiency 

for regional-scale flood forecasting. Napradin et al. (2006) made flood hazard mapping 

for small watersheds near Baya Sea in Astore valley. For this purpose combination of 

Wet Spa and HEC-RAS was used. 

The HEC-RAS model was used to compute water-surface elevations and develop flood-

inundation areas along the study area for the flood discharges. Peak flows before august 

were used (1980-2013), and they are from two flow measurement stations, Kandadji (on 

Niger River) and Garbé-Kourou (exit of the Sirba watershed located at Niger River). 

The steps in building the hydro-dynamical model, and the required data at each step, are 

briefly explained in the next paragraphs as they are standard steps. It consisted first of 

building the import file (digital terrain model (DTM) of the Niger River system) in the 

ArcInfo TIN (Triangular Interpolation Networks) format under HEC-GeoRAS 

environment. This helps setting-up analysis environment for HEC-GeoRAS. The 

geometry file containing the RAS layers and line themes were then created. It should be 

noted that two nodes were specified in this model, and also adequate number of cross-

sections cut lines. 6 levees were set in this model; these levees protect the city of Niamey 

against flooding from Niger River. The geometry data were then imported into HEC-RAS 

then the model was run for some simulations after entering flow data and boundary 

conditions. These simulations helped to obtain water surface profile and velocity data 

after processing. 

The developed HEC-RAS model was calibrated to reproduce the last rating curve over 

the period 2009-2014 using the observed elevations data at Niamey and bathymetry data 

of Niger River. A flood inundation map of Niamey city was generated after exporting the 

acquired data from the HEC-RAS simulations to HEC-GeoRAS, for GIS analysis of 

floodplain mapping. 
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3.4 Assessment of potential damages related to the seasonal flood forecasts 

Economic loss assessment based on established vulnerability maps are crucial for West 

African Sahel especially the city of Niamey, as the recurrent flood events can lead to the 

loss of human lives and valuable properties. Also, another potential benefit resides in the 

thought of some specialists (Laganier et al., 2004; Dasylva, 2009) who believe that 

remedial approaches and quick technical solutions are less effective for dealing with 

flood events than projected measures. With increased accessibility to digital information 

and the effectiveness of computer-based analysis, GIS has played an important role in 

hydrologic and hydraulic modeling. The main advantage of using GIS in modeling is the 

considerable potential for extracting digital information from a digital elevation model 

(DEM). Thus, the probabilistic forecast streamflows obtained from Gado et al. (2015) are 

used in the hydro-dynamical model of Niger River at Niamey to find the probabilities of 

overtopping the dykes protecting the city of Niamey against flood. These probabilities 

were obtained after running the hydro-dynamical model and considering the number of 

dykes (among the six) that each peak flow can overtop. These probabilities of 

overtopping the dykes explain the extent of the danger of floods at Niamey. 

4. Results and discussions 

4.1 Niger River HEC-RAS model 

The Niger River hydro-dynamical model was developed by combining HEC-GeoRAS 

and HEC-RAS computer programs to extract floodplain cross sections from the elevation 

contour data of the City of Niamey. A total of 988 cross sections were extracted along the 

study reach of 160 km. All cross sectional profiles were drawn and the longitudinal 

profile for each of the 34 years (1980-2012). Typical HEC-RAS cross sectional and 

longitudinal profiles obtained for the year 2012 are shown in Figures 3 and 4, 

respectively. The developed model contains 6 levees which were completely over flooded 

in 2007, 2009, 2010 and 2012, the years when Niamey actually underwent several. The 

floods were computed at all cross sections from the HEC-RAS model. An analysis of all 

those profiles showed that the year 2010 was the worst in terms of negative impacts on 

the City of Niamey, followed by the year 2012. This finding is justified by the records of 
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the government through its early warning center. In addition, in 2012, the flood led to the 

collapse of more than 3,000 houses and 23,000 people affected (Sighomnou, 2013).  

 

 

Figure 3: Example of a cross sectional profile for the year 2012 streamflow 

 

 

Figure 4: A longitudinal profile of Niger River at Niamey for 2012 flows 

Figure 5 depicts the calibration of the seasonal flood forecast model. It can be easily seen 

that the model calibrated over the period 2009-2014 reproduces almost perfectly the last 
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rating curve over the indicated period. The two curves match well confirming how 

satisfactory the calibration is. 

 

Figure 5: Calibrated seasonal flood forecast model: simulated (blue) and observed (red) 

This is the first model for Niger River developed using the HEC-RAS model. However, 

the limitations and errors associated with developing flood-inundation areas are 

dependent on the topographic data, hydrologic data, and one-dimensional hydraulic 

modeling used in a floodplain study. 

4.2 Kandadji and Sirba streamflows dependency on flooding at Niamey 

a. Goodness of fit test 

The streamflow peaks at Garbé-Kourou and Kandadji were analyzed over the period 

1980-2013. The best fit was obtained with the generalized Pareto (GPAR) distribution for 

flows at Garbé-Kourou (Figure 6) while the Log-Pearson III distribution (LP-III) was 

found as the best fit for flows at Kandadji (Figure 7). These distributions were the best at 

95% confidence interval. It can be seen on these figures that all the observations align 

with the fit and fall within the confidence range. 
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Figure 6: Best probability distribution fit (GPAR) for streamflow peaks at Garbé-Kourou 

 

Figure 7: Best probability distribution fit (LP-III) for streamflows at Kandadji 

The Figures 8 and 9 present the tested distribution for comparing the 11 probability 

distributions for flows at Kandadji and Garbé-Kourou, respectively. In addition, Table 1 

presents the results for the statistical distributions that gives the best fit. 
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Table 1: Parameters of the best fitted distributions for streamflows peaks at Kandadji and 

Garbé- Kourou based on Ks test. 

Distribution 
Ks test 

Parameters 
Statistic test p-value 

Log-Pearson III (LP-III) 0.10 0.846 γ=7.66; α=-0.13; β=2.22 

Generalized Pareto (GPAR) 0.07 0.913 e=33.22; α=189.88; k=0.43 

 

 

Figure 8: Distribution comparison of 6 probability distributions for streamflow peaks at 

Kandadji 
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Figure 9: Distribution comparison of 11 probability distributions for streamflow peaks at 

Garbé-Kourou 

b. Copula analysis 

The dependence between streamflows at Kandadji and Garbé-kourou was measured by 

calculating the rank correlation coefficients of Spearman and Kendall. These coefficients 

were 0.447 and 0.385 respectively. 

To estimate the dependence parameter, the hypothesis of independence between the 

streamflows at Kandadji and Garbé-Kourou was tested using the Spearman and Kendall 

rank coefficients obtained. It was found on one hand for the Spearman coefficient that 

, and on the other hand for the Kendall coefficient 

. These values correspond to  at α=5% 

threshold.  was obtained from the table of Z-test at α=5%. 

These values indicate that the hypothesis of independence between these two variables is 

to be rejected, thus there is dependence between these streamflows. 

About the suitability of the copula, the data were transformed to the copula scale (unit 
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V have values between 0 and 1. The best distribution for X is the generalized Pareto 

distribution, while Log-Pearson III distribution is the best distribution for Y. Figure 10 

shows a scatter-plot of the initial streamflows data of Kandadji and Garbé-Kourou, and 

Figure 11 displays the transformed streamflows to unit in order to be fitted. 

 
Figure 10: Scatter plot of observed streamflows at Garbé-kourou (X) and Kandadji (Y) 

 
Figure 11: Cumulative distributions of streamflows at Garbé-kourou (U) and Kandadji 
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After transforming these data to unit, each of the five copulas was fitted to the obtained 

couple (U, V) by generating first a random sample from the corresponding copula (Usim, 

Vsim). Thereafter, using the appropriate inverse cumulative distribution function, the 

previous couple (Usim, Vsim) was transformed to Xsim, Ysim, so that to transform the 

random sample back to the original scale of data. 

Figures 12 to 16 present the fitted copula and the transformed copula back to the initial 

scale for t, Gaussian, Gumbel, Frank and Clayton copulas, respectively. It is observed on 

the lower panels of those figures that there is dependence between the streamflows. They 

also showed that the scatter plots are mostly located on the positive parts of the axes. 
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Figure 12: Fitted t copula using random sample (upper panel) and transformed copula 

back to the initial scale (lower panel). 
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Figure 13: Fitted Gaussian copula using random sample (upper panel) and transformed 

copula back to the initial scale (lower panel) 
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Figure 14: Fitted Gumbel copula using random sample (upper panel) and transformed 

copula back to the initial scale (lower panel) 
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Figure 15: Fitted Frank copula using random sample (upper panel) and transformed 

copula back to the initial scale (lower panel) 
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Figure 16: Fitted Clayton copula using random sample (upper panel) and transformed 

copula back to the initial scale (lower panel) 
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by a Kolmogorov-Smirnov. Therefore, the analysis of the 5 copulas based on the 

Kolmogorov-Smirnov test show that the Gumbel copula is the best as it has the lowest 

statistic value (0.031) and highest p-value (0.716) as shown in Table 2. Moreover, 

regarding the value of Spearman and Kendall rank coefficients, the Gumbel copula was 

found as the best with 0.71 and 0.80, respectively. However, the final selection was based 

on the QQ-plots (Figure 17) as after resampling they allow ultimately to decide. 

Examining these figures, it is obvious that the Gumbel copula gives the best fitting 

compared to the remaining 4 copulas. 
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Figure 17: QQ-plot for the five copulas 
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Table 2: Criteria table for the choice of copula 

Copulas 
Ks 

(test statistic) 

Ks 

(p-value) 

Spearman 

rank 

coefficient 

Kendall 

rank 

coefficient 

Dependence 

hypothesis 

(H) 

t 0.0370 0.4931 0.15 0.64 
H0 accepted 

(H=0) 

Gaussian 0.0420 0.3344 0.22 0.18 
H0 accepted 

(H=0) 

Gumbel 0.0310 0.7161 0.71 0.80 
H0 accepted 

(H=0) 

Frank 0.0620 0.0410 0.57 0.46 
H0 rejected 

(H=1) 

Clayton 0.0390 0.4253 0.14 0.71 
H0 accepted 

(H=0) 

 

4.3 Flood risk evaluation 

After analyzing the floodplain, model results also indicate that the present protection 

system set in the Niger River at Niamey did not retain the floods throughout the sections 

of the city. It was observed that most of the dykes protecting the city of Niamey were 

overtopped by the different floods that occurred. The results also indicate that most of 

floods overtopped the levees reach on the upstream. However, it is noteworthy that in 

1984 no dyke was endangered to be exceeded by the mean flow. For the six dykes, it is 

found that the probabilities of being overtopped by flows are very high (100% to 16.67 

%) as shown in Table 3. For instance, the likelihood of exceeding these dikes show that 

the years 2010, and 2012 that experienced inundation events have flooding probabilities 

(66.7%, 33.3%) higher compared to other years. This is in line with different works 

explaining two sets of periods: the years (1984) of extreme drought in the region (no 

flood, no overtopping) and period with the increase in rainfall with high intensities in the 

region leading to flooding with high impacts (i.e. high probabilities of overtopping). 

These probabilities were obtained after running the hydro-dynamical model and 

considering the number of dykes (among the six) that each peak flow can overtop. These 

probabilities of overtopping the dykes explain the extent of the danger of floods at 

Niamey. However, these results may be improved by using more detailed topographic 

data, such as LIDAR (Light Detection and Ranging), in the future (Bales et al., 2007). 
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Figure 18 shows an example of a floodplain generated from the Niger River HEC-RAS 

model based on the 2012 flows with the different cross sections. In Figure 19 one can 

observe some agricultural areas and houses within the floodplain after its overlapping t 

over a GoogleEarth image of Niamey. 

Table 3: Probabilities of overtopping dykes for some specific yearly peak flows before 

August. 

Peak flows 
Number of levees 

overtopped 

Probability of levees to be 

overtopped (%) 

1981 1 16.67 

1984 0 0 

1998 5 83.33 

1999 4 66.67 

2003 5 83.33 

2010 6 100 

2012 6 100 

 

 

 

Figure 18: Simulation of levees overtopping from the hydro-dynamical model of Niger 

River at Niamey. 

115000  

114000  

113494.8

112500  
109500.1 106000  104500  104000  103500  

102002.5
101498.8

100500  
99999.87

98998.53

97500   

96500   

95500   

95000   

94000   

92000   

90000.95

88500   

86500   

85000   

83500   
82500   

81000   

80000   

ProjectDrSeidouRAS       Plan: Plan07    02/06/2015 

Legend

WS DEBIT 2012

Ground

Bank Sta

Levee



 

  250 

 

Figure 19: Impact of flooding by overlaying the floodplain on Google Earth image of 

Niamey 

5. Conclusion 

A seasonal flood forecast model was developed in this study for the city of Niamey. It 

involved the building up of a hydro-dynamical model of Niger River at Niamey based on 

HEC-RAS model and the use of a simple risk measure to calculate the probability of 

overtopping the flood protection dykes in Niamey. The results show that the seasonal 

forecast model reproduced well the rating curve over the period 2009-2014. The Gumbel 

copula was found to be the best among the 5 copulas after comparing them based on the 

Kolmogorov-Smirnov test and the QQ-plot. It showed that a dependency between 

streamflows at Kandadji and Garbé-Kourou based on the rank correlation coefficients of 

Spearman and Kendall coefficients. It is found that for the six dykes the probabilities of 

being overtopped by the flood are very high and varying from 100% to 16.67 %. The next 

steps of this work in addition to the seasonal flood forecast model coupled to copula 

analysis is to carry out a probability risk assessment. This could constitute a good tool for 

decision makers in Niamey, and also be used to tackle the flood issue faced by several 

West African countries. 
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7.5. Synthesis and partial conclusion 

A seasonal flood forecasting model was developed using the probabilistic 

forecasted streamflows obtained from the seasonal streamflow forecasting model.  

Eleven probability distributions were tested for streamflows at Kandadji and 

Garbé-Kourou based on Ks-test. The best fit was obtained with the generalized Pareto 

(GPAR) distribution for streamflows at Garbé-Kourou, while Log-Pearson III distribution 

(LP-III) was found as the best for streamflows at Kandadji. These results helped to know 

the type of distribution to use for the copula analysis. 

The copula approach was then used to model the dependence of the streamflows 

at Garbé-kourou and Kandadji regardless of the effect of the behavior of distributions 

margins. This method is a powerful and flexible tool as it allowed to find that the Gumbel 

copula was the best among the 5 copulas tested according to its lowest statistic value 

(0.031) and highest p-value (0.716) from the Kolmogorov-Smirnov test. Moreover, 

Gumbel copula gave the best fitting compared to the remaining copulas based on the 

quantile-quantile plots after resampling. 

The hydraulic HEC-RAS model was used to develop the hydro-dynamical model 

of Niger River at Niamey. This model was calibrated in such a way that it produced well 

the last rating curve over the period 2009-2014. This result was achieved due to the use of 

observed elevations data at Niamey and bathymetry data of Niger River. The model 

simulations showed that most of the levees protecting the city of Niamey were 

overtopped by the different floods that occurred, especially the same historical years 

during which floods has occurred. 

Moreover the assessment of submersion probabilities showed that for the six 

dykes the probabilities of being overtopped by the flood are very high and varying from 

100% to 16.67 %. 

Therefore, it appears that coupling a seasonal flood forecasting model to a copula-

based approach could help to carry out a risk assessment in order to assess the 

probabilities of overtopping protection dykes with such flood forecasting model. This 

could help the stake holders, national authorities and the population to set protective 

measures ahead before the flood occurs. 
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Chapter 8. Conclusions and perspectives 

This chapter summarizes the problem and the contributions, with their limitations. 

It also refers to the previous chapters where details are provided. The future works are 

identified in terms of perspectives resulting from this thesis work. They are presented in 

order to make more comprehensive the field of seasonal forecasting. 

8.1. Conclusion 

The development and assessment of seasonal forecasting models will help local 

people and rural population who mainly rely on agriculture to for their survival by 

changing their farming system through a good management system. This thesis research 

endeavors to a seasonal rainfall forecasting system which could improve the forecast 

skills using statistical approaches. The developed models were tested on the Sirba 

watershed.  

This forecasting system was first based on the development of a model to find the 

best predictors and optimal lag time which are sinéquanone conditions for obtaining good 

seasonal forecasts skills. 84 predictors having physical insight on the West African 

monsoon were considered based on the AMMA research program. Predictors were first 

reduced using a screening through linear correlation with satellite rainfall over the West 

African region. The retained predictors were then screened through a series of steps to 

isolate those having the highest predictive power.  These series of steps included the use of (i) 

correlation analysis to screen predictors‘ grid points due to their huge number. At this step 

only predictors having a P-value less than 0.05 were retained for further process. (ii)  Then 

principal component analysis was applied to reduce the predictor vector dimension; before 

using stepwise regression to keep only the principal component having high predictive 

power. (iii) At the last step, linear regression was used to get synthetic forecasts. The model 

performance was assessed using the coefficient of determination, Nash-Sutcliffe coefficient 

and hit rate score. At the end of the process three predictors, air temperature (from Pacific 
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Tropical North), sea level pressure (from Atlantic Tropical South) and relative humidity 

(from Mediterranean East) were retained and tested as inputs for seasonal rainfall forecasting 

models. Seasonal rainfall forecasting models, with either changing parameters or constant 

parameters, were developed and tested using each of the three predictors.  

The forecasting models with changing parameters were two probabilistic methods 

based on change point detection that allow the relationship (rainfall/predictor) to change 

according to time or rainfall magnitude: model M1 allows for change in model 

parameters according to annual rainfall magnitude, while model M2 allows for changes in 

model parameters with time. The forecasting models with constant parameters were those 

that often arbitrarily assume that rainfall is linked to predictors by a multiple linear 

regression with parameters: model M3 is the classical linear model with constant 

parameters and model M4 is based on the climatology. A Bayesian multiple change point 

detection algorithm was developed and used with a Bayesian model selection approach. 

A normalized Bayes factors, and graphs of the likelihood of forecasted rainfall under 

each model, were compared. It was found that the best seasonal rainfall forecasting model 

uses air temperature as predictor and allows parameter changes according to rainfall 

magnitude. Thus, seasonal forecast models with changing parameters could be the best 

for seasonal rainfall forecasting in the Sirba watershed. Indeed, changes in the 

predictand-predictor relationship according to rainfall amplitude, combined with the 

Bayesian model selection procedure, appear to be a good technique for forecasting 

seasonal rainfall in the Sahel. 

Non-linear models including regression trees, feedforward neural network and 

non-linear principal component analysis were implemented and tested to forecast 

seasonal rainfall using the predictors. Forecast performances were compared using 

coefficient of determination, Nash-Sutcliffe coefficient and hit rate score. Results showed 

that non-linear principal component analysis was the best non-linear method while 

feedforward neural network and the regression tree models performed poorly. The limit 

of these models could reside on the short length of data used because such models need 

long length of data to be enough for their training.  

Many factors such as climate change and variability impacts induced changes in 

streamflow which directly affect water availability for all activities particularly 
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agriculture which is the main survival issue of West African population. Hence, 

streamflow information a few months in advance prior to a rainy season with an 

acceptable forecasting skill would immensely benefit for water users to make an 

operational planning for water management decision. This research attempts to develop 

seasonal streamflow forecasting models which could help such population to change their 

cropping system to improve their agricultural yields. Two sets of models for seasonal 

streamflow forecasting were developed and tested using the three predictors. These 

models have respectively changing and constant parameters as previously described. The 

seasonal rainfall probability forecasts obtained from such models were used in addition to 

the developed Sirba SWAT hydrological model to estimate the seasonal streamflow. 

Using a Bayesian model selection based on normalized Bayes factors combined to graphs 

of forecasts likelihoods, the models performances were assessed. The results analysis 

showed that model M3 using RHUM as predictor is the best seasonal annual mean 

streamflow forecast model followed by model M4 among forecast models. Besides, 

model M1 using AirTemp is deemed the preeminent to forecast the maximum monthly 

streamflow. Thereby, it can be concluded that that models with changing parameters and 

models with constant parameters once associated with the Bayesian model selection 

approach could be a good way to forecast seasonal annual mean (respectively maximum 

monthly) streamflow in this Sahelian region.  

Long aridity with sudden flood events usually proves to be disastrous for the local 

communities in the West African Sahel region. This thesis work developed a seasonal 

flood forecasting model with a copula-based approach to assess the probabilities of flood 

protection sturctures in Niamey to be submerged. This work was done in three steps: 

copula fitting, seasonal flood model development and probabilistic assessment of flood 

protection dykes from submersion. 

Copula methods were used to model the dependence of streamflows at Garbé-

Kourou and Kandadji regardless of the effect of the behavior of distributions margins. 

For the distributions, eleven probability distribution functions were tested over 

streamflows at Kandadji and Garbé-Kourou. And the best fit was obtained with the 

generalized Pareto (GPAR) distribution for streamflows at Garbé-Kourou, while Log-

Pearson III distribution (LP-III) was found as the best for streamflows at Kandadji. The 
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test of the five (5) copulas proved that Gumbel copula was the best fitting according to its 

lowest statistic value and highest p-value from the Kolmogorov-Smirnov test, and also 

based on the QQ-plot. The seasonal flood forecasting model was established using HEC-

RAS model that helped to develop the hydro-dynamical model of Niger River at Niamey, 

bathymetry data, probabilistic streamflow forecasts obtained from the seasonal 

streamflow forecasting model. The calibrated seasonal flood forecasting reproduced 

almost perfectly the last rating curve over the period 2009-2014. After developing the 

seasonal flood forecasting model, the six dykes protecting the city of Niamey were found 

overtooped with high probabilities. 

 In conclusion, this work showed the importance of developing a good 

method for selecting predictors of Sahelian rainfall with optimal lag time rather assigning 

them subjectively as done in many studies in the region. Moreover, the results achieved 

pointed that other potential predictors such as air temperature, sea level pressure, and 

relative humidity could be used instead of keeping use the traditional sea surface 

temperatures. The study helped understanding that for seasonal forecasting it is 

advantageous to use many criteria to estimate the model performance because the use of 

one estimator could bias estimates as it may be sensitive to outliers. Therefore, any 

seasonal forecasting model for West African Sahel should consider the local climate of 

the region in order to make skillful forecasts. 

8.2. Contributions 

This thesis has contributed to the understanding of seasonal rainfall and 

streamflow forecasting in the Sahel. This was done, through the development of new 

seasonal forecasting systems using models with changing and constant parameters: first 

new seasonal forecasting models considering the relationship between rainfall and 

predictor to change according to rainfall magnitude or time.  

One interesting finding in this work is that different characteristics of the 

streamflow hydrograph were best forecasted by different models, suggesting that a multi-

model approach to forecasting may be an interesting solution to climate forecasting in the 

Sahel. The study also highlighted that there were strong non-linearities between climate 

based predictors and streamflow in the study area. Therefore the current practice in the 
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region of directly linking predictors such as sea surface temperature to streamflow in the 

Sahel is far from being optimal. 

A large contribution of this work was the quantitative prediction of seasonal 

rainfalls and their probabilities of occurrence. This kind of forecasts allows policy makers 

and the local population to better plan their activities and also to take appropriate 

measures ahead to impacts. The quantitative probabilistic forecasting of this work also 

helps to better manage risks which are also recurrent in the West African region 

undergoing the impacts of climate change and variability. So, this is a big advantage over 

forecasts made by ACMAD through its bulletin of PRESAO.  

Another contribution of this research is that it helped understanding that non-

linear models could also be used instead of the usual linear methods. Thus, the detection 

of limits related to non-linear models will help to improve their forecast skills in the 

Sahel area.  

A major contribution is the development of seasonal rainfall forecasting model 

coupled to a seasonal streamflow forecasting model and with a seasonal flodd forecasting 

model. This will serve policy makers and the West African population to better adapt to 

recurrent floods which affect most cities in the region.  

The specificity of this work is the use of other predictors rather than the usual 

SSTs which gave acceptable results than SSTs. These new predictors found in this study 

could lead to better forecasts of seasonal rainfall and streamflow over West Africa, an 

issue which has challenged forecasters over many years. 

8.3. Future work 

This work has developed and tested these models on the Sirba watershed. 

Therefore, as a perspective there is need to continue developing and testing these 

seasonal forecasting models over large basins of West Africa even the African continent.  

As a consequence, the developed Sirba SWAT hydrological model should be 

carried out for other neighboring basins.  

From the seasonal streamflow forecasting results, a multi-model approach to 

forecasting may be an interesting solution to climate forecasting in the Sahel. Thus, this 

work will continue to test multi-model approach in order to confirm its skills. 
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Regarding the obtained results from non-linear models, there is need to continue 

their development by adapting more specific training techniques and gathering more data 

to achieve good forecasts. 

Another step is to generalize the models for other scientists working on the Sahel 

by constructing a Sahelian global index using CRU data while examining its correlation 

with the index of the watershed and the skill of models.  

As a future step of this work, a multi-model approach will be used to compare the 

resulting skills to that of the best seasonal rainfall model. 

The last perspective of this work is to carry out a probabilistic risk assessment to 

quantify the damages associated to the seasonal flood forecasting model in Niamey. 
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